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PREFACE FOR THE FOURTH EDIT I O N

Once again, I appreciate the opportunity to edit the Fourth 
Edition of Hospital Epidemiology and Infection Control. 
The Fourth Edition has 104 chapters prepared by 184 
authors. It has the most changes between editions com-
pared to those between the First and Second Edition and 
those between the Second and Third Edition. Nineteen 
chapters from the Third Edition were retired, and ten new 
chapters were added to the Fourth Edition. The authors of 
the chapters on computer fundamentals and on the per-
sonal computer collaborated on a single chapter for the 
Fourth Edition entitled “Using the Personal Computer for 
Healthcare Epidemiology.” A chapter on meta-analysis was 
added to Section I, and another new chapter in this sec-
tion integrates the information from the other chapters in 
the section to provide the reader with a useful approach 
to study design and data analysis. This author cites other 
chapters in the section by page number.

Once again, my good friend and colleague, Dr. David 
Birnbaum, provided guidance and direction on revision of 
Section II on Healthcare Quality Improvement. I particularly 
appreciate his suggestion on adding a chapter on working 
with the media on public communication.

Other new chapters include mechanisms of biofi lm 
formation in staphylococci, microbiologic sampling of the 
environment in healthcare facilities, antimicrobial steward-
ship, and elements of design in the built environment of 
the healthcare facility. Biofi lms have been recognized to 
be of importance in infections related to inanimate mate-
rials and devices inserted into patients. The chapter on 

environmental cultures was included, because when cul-
ture of the environment is indicated, the best data can be 
obtained when appropriate techniques are used to obtain 
the samples. The chapter on elements of design of the built 
environment is intended to be a companion chapter to the 
chapter on prevention of infections related to construc-
tion. Inclusion of a chapter on antimicrobial stewardship 
relates to the increasing resistance of healthcare-associ-
ated microorganisms and the need for defi ned programs to 
prevent antimicrobial resistance. The fi rst two chapters in 
Section XIII provide an excellent background for the chap-
ter on antimicrobial stewardship.

Many chapters in this edition have new coauthors and 
several chapters have been revised or rewritten by an 
entirely new set of authors.

A new feature for the Fourth Edition is that only 15 to 
20 key references are located at the end of the chapters in 
the printed book while all references cited in the chapters 
are online. The numbers for the references that are only 
online are italicized in the text whereas the numbers for 
the references printed at the end of the chapters are not 
italicized in the text.

As for all of the editions of this reference text, my goal 
has been, and is, to bring together many of our colleagues 
with particular areas of expertise in Healthcare Epide-
miology and other experts in related fi elds to provide a 
comprehensive and up-to-date reference text that the 
reader will fi nd useful in the daily practice of Healthcare 
 Epidemiology.
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1

Epidemiology is defi ned as the study of the factors 
 determining the occurrence of diseases in human popu-
lations. It is an indispensable tool for characterizing 
infectious disease occurrences in medical institutions, 
communities, regions, or industry, and for determining the 
exposure–disease relationship in humans and the modes 
of acquisition and spread that are critical for treatment, 
control, and prevention of these infectious disease occur-
rences. Clinicians, microbiologists, and other personnel 
involved in the preventive and public health professions 
use epidemiologic methods for disease surveillance, out-
break investigations, infectious diseases outcome measure-
ments, and observational studies to identify risk factors for 
various infectious diseases. Knowledge of these risk factors 
is essential for making decisions regarding further epidemi-
ologic or microbiological investigations, directing research 
activities, implementing relevant prevention and control 
measures or interventions, and establishing public health 
policies. In the pharmaceutical and biomedical industries, 
the application of epidemiologic methods is integral to the 
investigation of intrinsic contamination of products, ascer-
tainment and characterization of risk factors for contami-
nation, and maintenance of quality assurance practices in 
the laboratory or manufacturing operations before distri-
bution of products.

The use of epidemiology and the use of statistical meth-
ods to analyze epidemiologic data grew out of attempts to 
understand, predict, and control the great epidemics of 
our past; the diseases associated with those early epidem-
ics were largely infectious. The study and implementation 
of infection control practices and interventions grew out 

of the need to understand and control the institutional 
 epidemics of infectious diseases that complicate the care 
of the ill (1,2). Thus, discussions of the principles of epi-
demiology begin with examples of methods that were fi rst 
formalized in the study of transmissible microorganisms, 
many of which continue to cause problems today.

The term hospital epidemiology was a modern addition 
by workers in the United States (3), as was the recognition 
of the potential use of epidemiologic methods in hospitals 
for the study and control of noninfectious diseases (4). 
The term nosocomial infection has traditionally defi ned 
acute infections acquired in the hospital inpatient setting 
(5). However, in the current era of managed care, health-
care systems in the United States have evolved from the 
traditional acute care hospital inpatient setting to a new 
integrated, extended care model that now encompasses 
hospitals, outpatient clinics, ambulatory centers, long-
term care facilities, and the home. As expected, infec-
tions (and antimicrobial resistance among implicated 
pathogens) may be acquired at any of these levels of care. 
For this reason, the term nosocomial infection has been 
replaced by healthcare-associated infection. Except for the 
acute care hospitals, however, the relative importance of 
each of these levels of care as risk factors for the acqui-
sition of healthcare-associated infections remains largely 
uncharacterized or unknown.

The terms hospital epidemiology and infection control 
remain synonymous in the minds of many, and both the 
terms and their associated programs have grown in defi -
nition and function over the past fi ve decades. Interest in 
infection control has broadened from focused concerns 
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with puerperal sepsis and surgical site infection to full, 
scientifi cally tested programs of surveillance, prevention, 
and control of healthcare-associated infections acquired 
at other anatomic sites. Hospital epidemiology programs 
were among the earliest projects used to demonstrate the 
utility of the scientifi c method and statistics for charac-
terizing and analyzing infectious diseases data and using 
the results of these analyses to improve the quality of 
care and patient outcomes. In the special environment of 
the acute care hospital, a natural repetition of earlier stud-
ies of population-based infectious diseases provided the 
basis for epidemiologic investigations.

Surveillance data generated from epidemiologic stud-
ies may be used to determine the need for clinical or public 
health action; assess the effectiveness of prevention, inter-
vention, or control programs, or diagnostic algorithms; 
or set priorities for rational or appropriate use of limited 
microbiology resources, planning, and research. An under-
standing of epidemiology is important for quantifying and 
interpreting microbiology and pharmaceutical data, and 
for application of these data to clinical practice, quality 
assurance, hypothesis generation during investigation of 
outbreaks and other adverse events, rational prescribing 
policies, and public health.

Data from epidemiologic and microbiological studies 
can inform diagnostic and therapeutic practice and indi-
cate areas for allocation of already scarce resources. For 
example, one of the perennial problems that clinicians 
and microbiologists face is how to differentiate between 
true bacteremia and blood culture contamination resulting 
from coagulase-negative staphylococci, which are the most 
frequently isolated microorganisms in blood cultures (6). 
Blood culture contamination can occur during venipuncture 
if the skin is not adequately cleaned, after the blood draw at 
the time of inoculation of blood into the culture bottle, or 
at some point during processing of blood culture bottles in 
the microbiology laboratory. To make an informed decision 
on true bacteremia versus contamination, clinicians and 
microbiologists need to be familiar with the epidemiology 
of bloodstream infections in different clinical settings and 
be able to integrate these data with the relevant clinical and 
microbiology information at hand so that a decision could 
be made whether or not to initiate antimicrobial therapy or 
request additional, supplemental investigations that might 
facilitate the decision-making process.

DEFINITIONS

In the application and discussion of epidemiologic prin-
ciples, standard defi nitions and terminology have been 
widely accepted (7,8). The defi nitions of some commonly 
used terms are outlined in this section:

Attack rate A ratio of the number of new infections divided 
by the number of exposed, susceptible individuals in a 
given period, usually expressed as a percentage. Other 
terms are the incidence rate and the case rate.

Attributable mortality indicates that an exposure was a 
contributory cause of or played an etiologic role leading 
to death.

Attributable risk The measure of impact of a causative 
 factor. The attributable risk establishes how much of 
the disease or infection is attributable to exposure to a 
specifi c risk factor. It is a proportion where the numera-
tor is the difference between the incidence in exposed 
and unexposed groups and the denominator is the inci-
dence for the exposed group.

Bias The difference between a true value of an epidemio-
logic measure and that which is estimated in a study. 
Bias may be random or systematic. There are three 
types of bias: selection bias, information bias, and con-
founding. Selection bias is a distortion in the estimate 
of effect resulting from the manner in which parameters 
are selected for the study population. Information bias 
depends on the accuracy of the information collected. 
Confounding arises from unrecognized factors that may 
affect interpretation of epidemiologic data. Unrecog-
nized, systematic bias presents the greatest danger in 
studies by suggesting relationships that are not valid 
(see also Chapter 2).

Carrier An individual (host) who harbors a microorgan-
ism (agent) without evidence of disease and, in some 
cases, without evidence of host immune response. This 
carriage may take place during the latent phase of the 
incubation period as a part of asymptomatic disease or 
may be chronic following recovery from illness. Carriers 
may shed microorganisms into the environment inter-
mittently or continuously, and this shedding may lead to 
transmission. Shedding and potential transmission may 
be increased by other factors affecting the host, includ-
ing infection by another agent.

Case An individual in a population or group recognized as 
having a particular disease or condition under investiga-
tion or study. This defi nition may not be the same as the 
clinical defi nition of a case.

Case–fatality rate A ratio of the number of deaths from a 
specifi c disease divided by the number of cases of dis-
ease, expressed as a percentage.

Cluster An aggregation of relatively uncommon events 
or diseases in time and/or space in numbers that are 
believed to be greater than are expected by chance 
alone.

Colonization The multiplication of a microorganism at a 
body site or sites without any overt clinical expression 
or detected immune reaction in the host at the time 
that the microorganism is isolated. Colonization may 
or may not be a precursor of infection. Colonization 
may be a form of carriage and is a potential source of 
 transmission.

Communicability The characteristic of a human patho-
gen that enables it to be transmitted from one person 
to another under natural conditions. Infections may be 
communicable or noncommunicable. Communicable 
infections may be endemic, epidemic, or pandemic.

Communicable period The time in the natural history of 
an infection during which transmission to susceptible 
hosts may take place.

Confounding An illusory association between two factors 
when in fact there is no causal relationship between the 
two. The apparent association is caused by a third vari-
able that is both a risk factor for the outcome or disease 
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and is associated with but not a result of the exposure 
in question.

Contact An exposed individual who might have been 
infected through transmission from another host or the 
environment.

Contagious Having the potential for transmission.
Contamination The presence of an agent (e.g., microorgan-

ism) on a surface or in a fl uid or material—therefore, a 
potential source for transmission.

Cumulative incidence The proportion of at-risk persons 
who become diseased during a specifi ed period of time.

Endemic The usual level or presence of an agent or disease 
in a defi ned population during a given period.

Epidemic An unusual, higher-than-expected level of infec-
tion or disease by an agent in a defi ned population in a 
given period. This defi nition assumes previous knowl-
edge of the usual, or endemic, levels.

Epidemic curve A graphic representation of the distribu-
tion of defi ned cases by the time of onset of their  disease.

Epidemic period The time period over which the excess 
cases occur.

Hyperendemic The level of an agent or disease that is con-
sistently present at a high incidence and/or prevalence 
rate.

Immunity The resistance of a host to a specifi c agent, 
characterized by measurable and protective surface 
or humoral antibody and by cell-mediated immune 
responses. Immunity may be the result of specifi c pre-
vious experience with the agent (wild infection), from 
transplacental transmission to the fetus, or from active 
or passive immunization to the agent. Immunity is rela-
tive and governed through genetic control. Immunity 
to some agents remains throughout life, whereas for 
 others, it is short-lived, allowing repeat infections by 
the same agent. Immunity may be reduced in extremes 
of age, through disease, or through immunosuppressive 
therapy.

Immunity: cell-mediated versus humoral  Cell- mediated 
immune protection, largely related to specifi c T- lymphocytic 
activity, as opposed to humoral immunity, which is meas-
ured by the presence of specifi c immunoglobulins (anti-
bodies) in surface body fl uids or circulating in noncellular 
components of blood. Antibodies are produced by B lym-
phocytes, also now recognized to be under the infl uence of 
T-lymphocytic functions.

Immunogenicity An agent’s (microorganism’s) intrinsic 
ability to trigger specifi c immunity in a host. Certain 
agents escape host defense mechanisms by  intrinsic 
characteristics that fail to elicit a host immune response. 
Other agents evoke an immune response that initiates 
a disease process in the host that increases cellular 
damage and morbidity beyond the direct actions of the 
microorganism itself. These disease processes may con-
tinue beyond the presence of living microorganisms in 
the host.

Incidence The ratio of the number of new infections 
or disease in a defi ned population in a given period 
to the number of individuals at risk in the popula-
tion. “At risk” is frequently defi ned as the number of 
potentially exposed susceptible persons. Incidence is 
a measure of the transition from a nondiseased to a 

diseased state and is usually expressed as numbers 
of new cases per thousands (1,000, 10,000, or 100,000) 
per year.

Incidence rate or density Similar to the incidence but 
members of the at-risk population may be followed for 
different lengths of time. Thus, the denominator is the 
sum of each person’s time at risk (i.e., total person-time 
of observation).

Incubation period The period between exposure to an 
agent and the fi rst appearance of evidence of disease 
in a susceptible host. Incubation periods are typical for 
specifi c agents and may be helpful in the diagnosis of 
unknown illness. Incubation periods may be modifi ed 
by extremes of dose or by variations in host immune 
function. The fi rst portion of the incubation period fol-
lowing colonization and infection is frequently a silent 
period, called the latent period. During this time, there 
is no evidence of host response(s) and evidence of 
the presence of the infecting agent may not be meas-
urable. However, transmission of the microorganism 
to other hosts, though reduced during this period, is 
a recognized risk (e.g., chicken pox, hepatitis B virus, 
human immunode fi ciency virus [HIV]). Measurable 
early immune responses in the host may appear shortly 
before the fi rst signs and symptoms of disease, marking 
the end of the latent period. Signs and symptoms of dis-
ease commonly appear shortly thereafter, marking the 
end of the incubation period.

Index case The fi rst case to be recognized in a series of 
transmissions of an agent in a host population. In semi-
closed populations, as typifi ed by chronic disease hos-
pitals, the index case may fi rst introduce an agent not 
previously active in the population.

Infection The successful transmission of a microorgan-
ism to the host with subsequent multiplication, colo-
nization, and invasion. Infection may be clinical or 
subclinical and may not produce identifi able disease. 
However, it is usually accompanied by measurable host 
response(s), either through the appearance of specifi c 
antibodies or through cell-mediated reaction(s) (e.g., 
positive tuberculin test results). An infectious disease 
may be caused by the intrinsic properties of the agent 
(invasion and cell destruction, release of toxins) or by 
associated immune response in the host (cell-mediated 
destruction of infected cells, immune responses to host 
antigens similar to antigens in the agent).

Infectivity The characteristic of the microorganism that 
indicates its ability to invade and multiply in the host. 
It is frequently expressed as the proportion of exposed 
patients who become infected.

Isolation The physical separation of an infected or colo-
nized host, including the individual’s contaminated 
body fl uids and environmental materials, from the 
remainder of the at-risk population in an attempt to 
prevent transmission of the specifi c agent to the latter 
group. This is usually accomplished through individual 
environmentally controlled rooms or quarters, hand 
washing following contact with the infected host and 
environment, and the use of barrier protective devices, 
including gowns, gloves, and, in the case of airborne 
agents, an  appropriate mask.
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Morbidity rate The ratio of the number of persons infected 
with a new clinical disease to the number of persons at 
risk in the population during a defi ned period; an inci-
dence rate of disease.

Mortality rate The ratio of those infected who have died 
in a given period to the number of individuals in the 
defi ned population. The rate may be crude, related to 
all causes, or disease-specifi c, related or attributable to 
a specifi c disease in a population at risk for the disease.

Odds The ratio of the probability of an event occurring to 
the probability of it not occurring.

Pandemic An epidemic that spreads over several countries 
or continents and affects many people.

Pathogenicity The ability of an agent to cause disease in a 
susceptible host. The pathogenicity of a specifi c agent 
may be increased in a host with reduced defense mecha-
nisms. For some agent–host interactions, the resultant 
disease is due to the effects of exaggerated or prolonged 
action of defense mechanisms of the host.

Prevalence The ratio of the number of individuals meas-
urably affected or diseased by an agent in a defi ned 
 population at a particular point in time. The proportion 
of the population having the disease during a specifi ed 
time period, without regard to when the process or dis-
ease began, defi nes the period prevalence.

Pseudo-outbreak Real clustering of false infections or 
artifactual clustering of real infections. Often it is iden-
tifi ed when there is increased recovery of unusual 
 microorganisms.

Rate An expression of the frequency with which an event 
occurs in a defi ned population. All rates are ratios. Some 
rates are proportions; that is, the numerator is a part of 
the denominator. A comparable rate is a rate that con-
trols for variations in the distribution of major risk fac-
tors associated with an event.

Ratio An expression of the relationship between a numera-
tor and a denominator where the two are usually dis-
tinct and separate quantities, neither being a part of the 
other.

Relative risk The ratio of the incidence rate of infection 
in the exposed group to the incidence rate in the unex-
posed group. Used to measure the strength of an asso-
ciation between exposures or risk factors and disease.

Reservoir Any animate or inanimate niche in the envi-
ronment in which an infectious agent may survive and 
multiply to become a source of transmission to a sus-
ceptible host. Medical care workers and patients con-
stitute the main animate reservoir for microorganisms 
associated with healthcare-associated infections; water-
related sources are important inanimate reservoirs that 
have been implicated in outbreaks related to dialysis 
units and to air conditioning systems.

Secular trend Profi le of the changes in measurable events 
or in the incidence rate of infection or disease over an 
extended period of time; also called a temporal trend.

Sensitivity For surveillance systems, the ratio of the num-
ber of patients reported to have an infection divided by 
the number of patients who actually had an infection.

Specifi city For surveillance systems, the ratio of the num-
ber of patients who were reported not to have an infec-
tion divided by the number of patients who actually did 
not have an infection.

Sporadic Occurring irregularly and usually infrequently 
over a period of time.

Surveillance The ongoing systematic collection,  analysis, 
and interpretation of healthcare data essential to the 
planning, implementation, and evaluation of public 
health practice, closely integrated with the timely dis-
semination of these data to those contributing data or to 
other interested groups who need to know. Surveillance 
was popularized by Langmuir and others at the Centers 
for Disease Control and Prevention (CDC) and has been 
the basic method in infection control programs in the 
United States since the 1960s.

Susceptibility A condition of the host that indicates 
absence of protection against infection by an agent. This 
is usually marked by the absence of specifi c antibodies 
or specifi c measures of cell-mediated immunity against 
the infecting microorganism.

Transmission The method by which any potentially infect-
ing agent is spread to another host. Transmission may 
be direct or indirect. Direct transmission may take place 
by touching between hosts, by the projection of large 
droplets in coughing and sneezing onto another host, 
or by direct contact by a susceptible host with an envi-
ronmental reservoir of the agent. Indirect transmission 
may be vehicle-borne, airborne, or vector-borne. In 
vehicle-borne transmission, contaminated environmen-
tal sources, including water, food, blood, and laundry, 
may act as an intermediate source of an infectious agent 
for introduction into a susceptible host. The agent may 
have multiplied or undergone biologic development in 
the vehicle. In airborne transmission, aerosols contain-
ing small (1–5 mm) particles may be suspended in air 
for long periods and inspired into the lower respira-
tory tract to become a site of infection in a host. These 
infectious particles may be generated by evaporation 
of larger particles produced in coughing and sneezing 
(Mycobacterium tuberculosis), by mechanical respira-
tory aerosolizers (Legionella), or by wind or air currents 
(fungal spores). In vector-borne transmission, arthropods 
or other invertebrates may carry or transmit microor-
ganisms, usually through inoculation by biting or by 
contamination of food or other materials. The vector 
may be infected itself or act only as a mechanical car-
rier of the agent. If the vector is infected, the agent may 
have multiplied or undergone biologic development in 
the vector. This type of transmission has been of little 
importance for healthcare-associated infections in the 
United States.

Virulence The intrinsic capabilities of an agent to infect a 
host and produce disease and a measure of the severity 
of the disease produced. In the extreme, this is repre-
sented by the number of patients with clinical disease 
who develop severe illness or die—the case–fatality 
rate.

EPIDEMIOLOGIC METHODS APPLIED 
TO INFECTIOUS DISEASES

The classic epidemiologic methods are essential for the 
study, characterization, and understanding of the various 
infections that occur in healthcare settings, communi-
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ties, or regions. Such methods are used to determine the 
 exposure–disease relationship in humans; establish the 
modes of acquisition, mechanisms of transmission, and 
spread; identify risk factors associated with infection and 
disease; characterize and relate causal factors to an infec-
tious disease; determine or select appropriate methods of 
prevention and control; or guide rational application and 
practice of clinical microbiology methods. These epide-
miologic methods were developed in an attempt to control 
common errors in observations that occur when one stud-
ies the association of one event (a risk or causal factor) 
with another later event (the outcome or disease).

Epidemiologic study methods are grouped as either 
observational or experimental. Observational epidemio-
logic methods are further classifi ed as either descriptive 
or analytic. Observational studies are conducted in natural, 
everyday community or clinical settings, where the inves-
tigators observe the appearance of an outcome but have 
no control over the environment or the exposure of people 
or product to a risk factor or suspected etiologic agent, a 
specifi c intervention or preventive measure, or a particular 
therapeutic regimen.

Descriptive Epidemiology
Observational descriptive studies establish the case defi ni-
tion of an infectious disease event by obtaining data for 
analysis from available primary (e.g., medical records) or 
secondary (e.g., infection control surveillance) sources. 
These data enable the characteristics of the population 
that has acquired the infection to be delineated according 
to (a) “person” (age, sex, race, marital status, personal hab-
its, occupation, socioeconomic status, medical or surgical 
procedure or therapy, device use, underlying disease, or 
other exposures or events); (b) “place” (geographic occur-
rence of the health event or outbreak, medical or surgical 
service, place of acquisition of infection, or travel); and (c) 
“time” (preepidemic and postepidemic periods, seasonal 
variation, secular trends, or duration of stay in hospital). 
The information from descriptive studies might provide 
important clues regarding the risk factors associated with 
infection, and in each case it is hoped that an analysis of 
the collected data might be used to generate hypotheses 
regarding the occurrence and distribution of disease or 
infection in the population(s) being studied.

Analytic Epidemiology
Observational analytic studies are designed to test hypothe-
ses raised by the fi ndings in descriptive investigations. The 
objectives of these studies are (a) to establish the cause 
and effects of infection in a population and (b) determine 
why a population acquired a particular infection in the fi rst 
place. The three most common types of observational ana-
lytic studies are cohort studies, case–control studies, and 
prevalence or cross-sectional studies.

Cohort Studies In cohort studies, hypotheses that have 
been generated from previous (descriptive) studies are 
tested in a new population. A population of individuals 
(a cohort) that is free of the infection or disease of inter-
est is recruited for study. The presence or absence of the 
suspected (hypothesized) risk factors for the disease is 
recorded at the beginning of the study and throughout the 

observation period. All members of the cohort population 
(e.g., all premature infants admitted to a neonatal inten-
sive care unit during a defi ned time period) are followed 
over time for evidence or appearance of the infection or 
disease and classifi ed accordingly as exposed or unex-
posed to specifi c risk factors. If the observation period 
begins at the present time and continues into the future or 
until the appearance of disease, the study is called a pro-
spective cohort study. If the population studied is one that 
in the past was apparently free of the markers of disease 
on examination of records or banked laboratory speci-
mens, it may be chosen for study if data on exposure to 
the suspected risk factors for disease also are available. 
The population may be followed to the present or until 
the appearance of disease. This type of study, common in 
occupational epidemiology, is called a historical or retro-
spective cohort study.

A key requirement of a cohort study is that partici-
pants be reliably categorized into exposed and unexposed 
groups. Relative risk, that is, the ratio of the incidence of 
the outcome in the exposed group to the incidence in the 
unexposed group, is used to measure the strength of an 
association between exposures or risk factors and disease. 
Cohort studies have the advantage of enabling identifi ca-
tion and direct measurement of risk factors associated 
with disease, determination of the incidence of infection 
and disease, and ascertainment of the temporal relation-
ship between exposure and disease. In cohort studies, 
observational bias may be less of a limitation on the valid-
ity or results, since the information on the presence of risk 
factors is recorded before the outcome of disease is estab-
lished. To ensure suffi cient numbers for analysis, cohort 
studies require continual follow-up of large populations 
for long periods unless the disease under investigation is 
one of high incidence. Cohort studies are, in general, more 
expensive and time-consuming to conduct and are not 
suitable for the investigation of uncommon infections or 
conditions. However, they render the most convincing non-
experimental approach for establishing causation.

Case–Control Studies In a case–control study, individu-
als (cases) who are already infected, ill, or meet a given 
case defi nition are compared with a group of individuals 
(controls) who do not have the infection, disease, or other 
outcome of medical interest. In contrast to cohort studies, 
participants in a case–control study are selected by mani-
festation of symptoms and signs, laboratory parameters, or 
a specifi c condition, disease, or outcome. Thus, the search 
for exposure of case and control subjects to potential 
risk factors remains a retrospective one. For case– control 
 studies, the measure of association between exposures or 
risk factors and health outcome is expressed as an odds 
ratio, that is, the ratio of the odds of an exposure, event, or 
outcome occurring in a population to the odds in a control 
group, where the odds of an event is the ratio of the prob-
ability of it occurring to the probability of it not occurring.

The presence of signifi cant differences in the expo-
sure to risk factors among case versus control subjects 
suggests an etiologic (causal) association between those 
factors and the infection or disease defi ned by cases. Case– 
control methods are useful for studying infections, events, 
or outcomes likely associated with multiple risk factors or 
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low incidence rates; for investigating situations in which 
there is a long lag-time between exposure and outcome 
of interest; and for establishing etiologic associations or 
causation of a disease, infection, or other outcome when 
there is no existing information about the cause or source. 
In an attempt to reduce bias, control subjects might be 
selected from individuals matched with cases for selected 
characteristics, such as age, gender, socioeconomic status, 
or other variables not suspected or under investigation as 
risk factors. Compared with cohort studies, case–control 
studies may be conducted in relatively shorter time, are 
relatively less expensive, or may require a smaller sample 
size to execute. Limitations of case–control studies include 
selection bias in choosing case and control subjects; 
recall bias in which study subjects might have diffi culty in 
remembering possible exposures; incomplete information 
on specifi c exposures; or risk factor data may be diffi cult to 
fi nd (or remember). Case–control studies are not used to 
measure incidence or prevalence rates and, generally, are 
not capable of establishing temporal relationships between 
an exposure and outcome.

Prevalence or Cross-Sectional Studies In prevalence 
studies, the presence of putative risk factors and the dis-
ease under investigation is recorded in a survey of a study 
population at a specifi c point in time or within a (short) 
time period. The rates of disease among those with and 
without the suspected risk factors are compared. Thus, 
cross-sectional studies can establish association but not 
causation for suspected risk factors. Prevalence studies 
are relatively inexpensive and can be carried out rapidly 
if well-planned. However, they do not allow the ascertain-
ment of risk factors at the beginning of disease nor do they 
enable one to establish a temporal sequence of risk factors 
preceding the infection or other outcome of interest. Point 
prevalence, period prevalence, and seroprevalence sur-
veys are examples of cross-sectional studies.

Experimental Epidemiology
In experimental studies, the investigator controls an expo-
sure of individuals in a population to a suspected causal 
factor, a prevention measure, a therapeutic regimen, or 
some other specifi c intervention. These exposure modali-
ties are randomly allocated to comparable groups, thereby 
minimizing confounding factors. Both the exposed and 
unexposed groups are monitored thereafter for specifi c 
outcomes (e.g., appearance of infection or disease, evi-
dence of effective prevention or control of the disease, or 
cure). Experimental studies often are used to evaluate anti-
microbial or vaccine treatment regimens and are generally 
expensive to conduct. Within healthcare settings, studies 
that examine restriction of certain antimicrobials or pro-
motion of use of alternative antimicrobials for the control 
of antimicrobial resistance could be considered under the 
category of experimental. For ethical reasons, it is rarely 
possible to expose human populations to potential path-
ogens or to withhold a preventive measure that could 
potentially be benefi cial to the patient. Unfortunately, ani-
mal hosts are not naturally susceptible to many agents of 
human disease. Thus, one has to be careful when extrapo-
lating epidemiologic fi ndings in animal experimental stud-
ies to the control of infections in human subjects.

Quasi-experimental studies: more recently, there has 
been an increase in the number of published papers describ-
ing results from these studies. This type of study shares the 
design characteristics of experimental studies but lacks 
random assignments of study subjects. Quasi-experimen-
tal studies are useful where randomization is impossible, 
impractical, or unethical. The main drawbacks of quasi-
experimental studies are their inability to eliminate con-
founding bias or establish causal relationships.

EPIDEMIOLOGY OF INFECTION 
AND DISEASE

The epidemiology of infectious disease presents two 
processes for discussion: (a) the epidemiology of the 
determinants leading to infections in hosts and (b) the epi-
demiology of the appearance and extent of disease related 
to the infection in those hosts. It is common to discuss 
health and disease as the result of a series of complex 
interactions between an agent of change, the host that is 
the target of the agent’s actions, and the mutual environ-
ment in which the host and agent are found. In studies of 
healthcare-associated infections, the agents are the micro-
organisms associated with the infections, the hosts are the 
patients under care or their healthcare workers, and the 
common environment is the acute care hospital, intensive 
care unit, outpatient, home, or other healthcare venues.

The interactions determining the probability of a micro-
biologic agent causing infection in a host may be simply 
presented by an equation of infection:

Ip = (D × S × T × V )/Hd,

where Ip is the probability of infection, D is the dose (num-
ber of microorganisms) transmitted to the host, S is the 
receptive host site of contact with the agent, T is the time 
of contact (suffi cient for attachment and multiplication 
or not), and V represents virulence, the intrinsic charac-
teristics of the microorganism that allow it to infect. The 
denominator in the equation (Hd) represents the force of 
the combined host defenses attempting to prevent this 
infection.

Any reduction in host defenses (represented by the 
denominator) in such an equation allows infection to take 
place with a similar reduction in one or more of the agent 
factors in the numerator. Infection may take place with a 
smaller dose of microorganisms. Infection may take place 
at an unusual site. The contact time for a microorganism 
to fi x to an appropriate surface may be briefer, or infec-
tion may take place with an agent of lesser virulence, one 
that does not cause infection in the normal host. These 
reductions in the host defense characteristics, represented 
by the denominator, and the reduction of requirements 
to infect for the agent are typical of the interactions that 
allow opportunistic infections in compromised hosts, rep-
resented by many patients under care in modern hospitals. 
In this model, equation of infection, the environment might 
be considered the background or playing fi eld on which the 
agent–host interaction takes place. A number of additional 
models of the interaction of agent, host, and environment 
have been suggested to help understand these processes. 
The three models in Figure 1-1—the seesaw model, the 
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 triangle model, and the wheel model—have been fre-
quently cited (9,10). Each attempts to simply visualize the 
interplay between the three components.

INTERACTIONS OF AGENT, HOST, AND 
ENVIRONMENT

All outcome events (infection or disease) have multifacto-
rial causes. For some infectious diseases, a single unique 
factor or agent is necessary and suffi cient for the disease to 
appear. This is exemplifi ed by measles or rabies. It is only 
necessary for the host to be exposed to and infected by an 
agent (the measles virus or the rabies virus) for that disease 
to develop. For other infectious diseases, the single factor 
of infectivity of the agent is necessary but not suffi cient to 
cause disease in the host. M. tuberculosis, polio virus, hepa-
titis A, and many other agents necessary for specifi c disease 
in a human host infect without causing disease in a major-
ity of cases. Within the hospital setting, exposure to a spe-
cifi c microorganism or colonization of an inpatient with an 
agent, such as vancomycin-resistant enterococcus (VRE) or 
Staphylococcus aureus, may be necessary but not suffi cient 
to generate disease, which only develops through com-
plex interactions between other contributory factors, such 
as age, state of debilitation, immune or nutritional status, 
device use, invasive procedures, antimicrobial usage, or 
susceptibility of the microorganism to available antimicro-
bials. The fact of the infection in these cases is not suffi cient 
to produce disease in the host without the contribution of 
these latter elements in the host and the environment.

Agent
The agents causing healthcare-associated infectious dis-
eases are microorganisms ranging in size and complexity 
from viruses and bacteria to protozoa and helminths. Bac-
teria, fungi, and certain viruses have been the agents most 
recognized and studied as causes of healthcare-associated 
infections (11). For transmission to take place, the micro-
organism must remain viable in the environment until con-
tact with the host has been suffi cient to allow infection. 
Reservoirs that allow the agent to survive or multiply may 
be animate, as exemplifi ed by healthcare worker carriage 
of staphylococci in the anterior nares or throat (12,13–15), 
or the inanimate environment, as demonstrated by Pseu-
domonas spp. colonization of sink areas, Legionella in hot 
or cold water supply systems (16–19), Clostridium diffi cile 
spores on computer keyboards, or Serratia marcescens 
growing in contaminated soap or hand lotion preparations 
(20–22).

Certain intrinsic and genetically determined proper-
ties of a microorganism are important for it to survive in 
the environment. These include the ability to resist the 
effects of heat, drying, ultraviolet light, or chemical agents, 
including antimicrobials; the ability to compete with other 
microorganisms; and the ability to independently multi-
ply in the environment or to develop and multiply within 
another host or vector. Intrinsic agent factors important to 
the production of disease include infectivity, pathogenicity, 
virulence, the infecting dose, the agent’s ability to produce 
toxins, its immunogenicity and ability to resist or overcome 
the human immune defense system, its ability to replicate 
only in certain types of cells, tissues, or hosts (vectors), its 
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Triangle Model

Wheel Model

The wheel model of man-environment interactions.

Host

Agent Environment Physical
Environment
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Environment
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EnvironmentHost
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FIGURE 1-1 Models of interactions of agent, disease, and environment. (See-saw model from Fox 
JP, Elveback L, Gatewood L, et al. Herd immunity. Am J Epidemiol 1971;94:179–189, by permission of 
Oxford University Press. Triangle model and wheel model from Mausner JS, Kramer S, eds. Mausner & 
Bahn epidemiology—an introductory text. Philadelphia, PA: WB Saunders, 1985.)
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ability to persist or cause chronic infection, and its interac-
tion with other host mechanisms, including the ability to 
cause immunosuppression (e.g., HIV).

Once transferred to a host surface, the agent may multi-
ply and colonize without invading or evoking a measurable 
host immune response (23–25). The presence of an agent 
at surface sites in the host does not defi ne the presence of 
an infection. Nonetheless, patients so colonized may act as 
the reservoir source of transmission to other patients (26).

If infection takes place, a measurable immune response 
will develop in most hosts even if the infection is subclini-
cal. The success of this process for the agent is increased in 
the nonimmune host and is most successful in the nonim-
mune, immunocompromised host. A microorganism’s abil-
ity to infect another host vector (e.g., yellow fever virus in 
mosquitoes) or another nonhuman reservoir (e.g., yellow 
fever virus in the monkey) is important in the epidemiology 
of certain infectious diseases in world populations at large 
but plays little role in healthcare infection epidemiology.

Host
Infection depends on exposure of a susceptible host to an 
infecting agent. Exposure of the susceptible host to such 
agents is infl uenced by age, behavior, family associations, 
occupation, socioeconomic level, travel, avocation, access 
to preventive healthcare, vaccination status, or hospitali-
zation. Whether or not disease takes place in the infected 
host and the severity of disease when it appears depend 
not only on the intrinsic virulence factors of the agent but 
more importantly on the pathogenicity of the interactions 
between the agent and the host. The host immune defenses 
attempt to prevent infection. Thus, any reduction in host 
defenses may allow infection to take place with a smaller 
dose of microorganisms or at a body site that is not usu-
ally susceptible to infection. A combination of reductions 
in host defense characteristics and the requirements for an 
agent to cause infection are typical of the interactions that 
allow acquisition of opportunistic infections in immuno-
compromised patients. A commonly cited model indicating 
the potential interactions between agent and host and the 
relationships among colonization, infection, and clinical 
and subclinical disease is shown in Figure 1-2 (27).

Host factors important to the development and sever-
ity of infection or disease may be categorized as intrinsic 
or extrinsic. Intrinsic factors include the age at infection; 
birth weight; sex; race; nutritional status (28); comorbid 
conditions (including anatomic anomalies) and diseases; 
genetically determined immune status; immunosuppres-
sion associated with other infections, diseases, or therapy; 
vaccination or immunization status; previous experience 
with this or similar agents; and the psychological state 
of the host (29). Colonization of the upper and lower res-
piratory tracts is more likely when the severity of illness 
increases in critically ill patients. This, along with other 
host impairments (e.g., reduced mucociliary clearance or 
changes in systemic pH), allows colonization to progress to 
invasive infection. Moreover, other clinical conditions may 
lead to an alteration in epithelial cell surface susceptibil-
ity to binding with bacteria, leading to enhanced coloniza-
tion (23–25). Extrinsic factors include invasive medical or 
surgical procedures; medical devices, such as intravenous 
catheters or mechanical ventilators; sexual practices and 

contraception; duration of antimicrobial therapy and hos-
pitalization; and exposure to hospital personnel.

Environment
The environment provides the mutual background on 
which agent–host interactions take place and contains the 
factors that infl uence the spread of infection. Environmen-
tal factors include (a) physical factors such as climatic con-
ditions of heat, cold, humidity, seasons, and surroundings 
(e.g., intensive care units, outpatient clinics, long-term care 
facilities, or water reservoirs); (b) biologic factors (e.g., 
intermediary hosts such as insect or snail vectors); and 
(c) social factors (e.g., socioeconomic status, sexual 
behavior, types of food and methods of preparation, and 
availability of adequate housing, potable water, adequate 
waste disposal and healthcare amenities). These environ-
mental factors infl uence both the survival and the multi-
plication of infectious disease agents in their reservoirs 
and the behavior of the host in housing, occupation, and 
recreation that relate to exposure to pathogens. Food- and 
water-borne diseases fl ourish in warmer months because 
of better incubation temperatures for the multiplication of 
the agent and recreational exposures of the host, whereas 
respiratory agents appear to benefi t from increased oppor-
tunities for airborne and droplet transmission in the closed 
and closer living environments of the winter. In US hospi-
tals, the frequency of hospital-acquired Acinetobacter spp. 
infections is increasing in critical care units and has been 
shown to be seasonal in nature (30). The seasonal varia-
tion in the incidence of this pathogen is thought to be due 
to changes in climate—summer weather increases the 
number of Acinetobacter spp. in the natural environment 
and transmission of this microorganism in the hospital 
environment during this season (30).

Within healthcare settings, the components of the agent, 
host, and environment triad interact in a variety of ways to 
produce healthcare-associated infections. For example, the 

FIGURE 1-2 Venn diagram of agent–host interactions. An 
interaction between host and parasite may result in infection. 
Infection consists of colonization and an infectious disease. An 
infectious disease may be either covert (subclinical) or overt 
(symptomatic). (From Hoeprich PD, ed. Infectious diseases. 
 Hagerstown, MD: Harper & Row, 1972:40.)
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intensive care unit is now considered the area of highest risk 
for the transmission of healthcare- associated pathogens in 
US hospitals (31). Moreover, methicillin-resistant S. aureus 
(MRSA), VRE, and ceftazidime-resistant Pseudomonas aer-
uginosa are endemic in many intensive care units in these 
hospitals (31). The emergence of vancomycin-resistant S. 
aureus in US institutions highlighted the unwelcome but 
inevitable reality that this pathogen may become endemic 
in acute care settings (32). A complex interaction of con-
tributory factors, such as inadequate hand washing and 
infection control practices among healthcare workers, fl uc-
tuating staffi ng levels, an unexpected increase in patient 
census relative to staffi ng levels in the intensive care unit, 
or an unprecedented increase in the number of severely ill 
patients with multiple invasive devices, could all contribute 
to the acquisition of hospital infections caused by one of 
these endemic microorganisms (33,34). Adding to the com-
plexity of the process would be the unquantifi able mecha-
nism of transmission of the agent from host to healthcare 
worker, healthcare worker to healthcare worker, and host 
to environment. Thus, acceptable measures for the preven-
tion and control of healthcare-associated infection dictate 
that the healthcare epidemiologist looks at and analyzes 
the interrelationships among all components of the triad of 
agent, host, and environment (31).

It is well-known that the social environment is extremely 
signifi cant in determining personal behavior that affects the 
direct transmission of agents, such as HIV via breast milk in 
regions of high HIV endemicity, gram-negative microorgan-
isms via artifi cial nails worn by healthcare workers in US 
intensive care units (35), and pathogens that cause sexu-
ally transmitted diseases. What must be understood to be 
equally relevant is the impact of other factors in the social 
environment, such as the distribution of and access to med-
ical resources; the use of preventive services (36–38); the 
enforcement of codes in food preparation, infection con-
trol practices, or occupational health practices; the extent 
of acceptance of breast-feeding for children (39–41); and 
the acceptance of advice on the appropriate use of antimi-
crobials (42–44,45,46). Also, there must be an appreciation 
by patients, relatives, and healthcare workers alike that 
at-risk patients (e.g., those born very prematurely have 
severe congenital abnormalities, the very elderly, or those 
with premorbid end-stage cardiac or pulmonary disease), 
who have numerous indwelling medical invasive devices, 
or who have undergone multiple invasive procedures or 
surgical procedures would be particularly susceptible to 
healthcare-associated infections that are likely nonpre-
ventable. There must be an informed and ethically sound 
willingness to reject the extraordinary application of medi-
cal technology, including the inappropriate or repeated 
use of resistance-inducing antimicrobials when clinical evi-
dence and experience suggest that the condition of the sick 
patient is untreatable or irreversible.

Special Environments
Microenvironments, including military barracks, dormito-
ries, day-care centers, chronic disease institutions, ambula-
tory surgery and dialysis centers, and acute care hospitals, 
provide special venues for agent–host interactions. His-
torically, epidemics in these institutional environments 
provided the experience that drove the development and 

acceptance of control measures, guidelines, and infection 
control programs. Acute care hospitals, especially those 
offering regional secondary and tertiary care, remain the 
dominant examples of these environments. Changing pat-
terns of outpatient practice, home healthcare, and tech-
nical advances in medicine have resulted in increasingly 
severely diseased and injured populations being managed 
in acute care facilities. Data from CDC demonstrate that 
the changing healthcare environments in the United States 
are resulting in larger intensive care unit populations while 
there has been a general decrease in the number of general 
medical beds (31).

Special units for intensive medical or surgical care 
for extensive burns, trauma, transplantation, and cancer 
chemotherapy frequently house patients with increased 
susceptibility to infection (47). In these patients, reduced 
inocula of pathogens or commensals are required to cause 
infection, infection may take place at unusual sites, and usu-
ally nonpathogenic agents may cause serious disease and 
death. Frequent opportunistic infections in these patients 
require repeated, broad, and extended therapy with mul-
tiple antimicrobials, leading to increasingly resistant resi-
dent microbial populations (31,46).

The emergence or reemergence in this setting of patho-
gens resistant to all available antimicrobials is taking place, 
a situation that has not been present since the 1950s (48). 
For example, in some institutions during the early 1990s, 
>80% of VRE isolates were documented as being resistant 
to all available antimicrobials (49). Similarly, spiraling 
healthcare costs have been the major factor leading to the 
current shift toward managed care in the United States. 
The process has resulted in the downsizing of hospital 
workforces to cut costs and reduce patient charges. As 
a result, more severely ill patients are being managed or 
treated as outpatients or at home. For example, central 
venous catheters may be placed in the hospital, and kept 
in situ for long-term home infusion therapy. The trade-off 
is minimum exposure to the hospital environment with 
decreased costs to the patient. On the other hand, a patient 
with a central venous catheter in the home environment 
may be potentially at risk of bloodstream infections due 
to contamination of lines, dressing, and infusates in a care 
environment where infection control practices are not as 
well understood, practiced, or regulated.

INFECTION, COLONIZATION, AND 
SPECTRUM OF DISEASE

Infection is the successful transmission of a microorganism 
to a susceptible host, through a suitable portal of entry, 
with subsequent colonization, multiplication, and inva-
sion. The source of a microorganism (the primary reser-
voir) may be animate (e.g., humans, mammals, reptiles, or 
arthropods) or inanimate (e.g., work surfaces, toys, false 
fi ngernails, toiletries, or soap). Disease is the overt damage 
done to a host as a result of its interaction with the infec-
tious agent: it represents a clinically apparent response 
by or injury to the host after infection, with the affected 
person showing symptoms or physical signs that may be 
characteristic of infection with the invading pathogen. 
Thus, disease is the outcome of an infectious process, and 
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a pathogen is any microorganism with the capacity to cause 
disease in a specifi c host.

Unapparent or subclinical infection is a frequent occur-
rence where the infected person may not manifest any 
symptoms, signs, disability, or identifi able disease. For 
example, in patients who acquire Salmonella typhi infec-
tion (typhoid fever), a chronic infection of the gallblad-
der may develop with asymptomatic fecal excretion of the 
pathogen for years after the acute event. Patients in HIV-
endemic countries may have M. tuberculosis bloodstream 
infections despite having normal chest radiographs and 
no symptoms or signs suggestive of underlying pulmonary 
disease (50). Persons with subclinical infection are some-
times referred to as carriers. Subclinical infection may be 
recognized through laboratory testing of blood or other 
appropriate body material from the host. These tests may 
indicate evidence of an immune response to infection, the 
presence of antigens characteristic of the microorganism, 
abnormal cellular function in response to infection, or the 
presence of the microorganism itself.

Colonization is the presence of a microorganism in or 
on a host, with growth and multiplication, but without any 
overt clinical expression or detected immune reaction 
in the host at the time the microorganism is isolated. An 
infectious agent may establish itself as part of a patient’s 
fl ora or may cause low-grade chronic disease after an acute 
infection. For example, 20% of healthy adults are persis-
tent carriers of S. aureus in the anterior nares without any 
manifestation of clinical illness (51,52,53). However, under 
suitable conditions, patient populations colonized with 
S. aureus are at an increased risk of having infection and 
disease develop (54–58). Once colonization or infection 
is established in a susceptible host, the agent may enter 
a silent or latent period during which there is no clinical 
or typical laboratory evidence of its presence. Thereafter, 
the host may manifest signs and symptoms of mild disease 
without disability, exhibit rapid or slow progression of dis-
ease, or progress to either temporary or chronic disability. 
Ultimately, the patient may die or have a complete recov-
ery and return to health without sequelae.

The outcome of an infection is determined by the size 
of the infecting dose, the site of the infection, the vaccina-
tion status of the host, the speed and effectiveness of the 
host immune response, other intrinsic host factors (e.g., 
nutritional status), or promptness of instituting and effec-
tiveness of the therapy. These factors together with intrin-
sic properties of a microorganism, such as its infectivity, 
pathogenicity, virulence, and incubation period, determine 
the course and progress of an infection, and manifestation 
of disease. Infectivity is the characteristic of the microor-
ganism that indicates its ability to invade and multiply in 
a susceptible host to produce infection or disease; it is 
expressed as the proportion (i.e., the attack rate) of patients 
who become infected when exposed to an infectious agent. 
The basic measure of infectivity is the minimum number of 
infectious particles required to establish infection. Patho-
gens like polio or measles viruses have high infectivity.

The pathogenicity of an infectious agent is a measure 
of its ability to cause disease in a susceptible host. Thus, 
while the measles virus has a relatively high pathogenic-
ity (i.e., few subclinical cases), the poliovirus has a low 
pathogenicity (i.e., most cases of polio are subclinical). 

The measure of pathogenicity is the proportion of infected 
persons with clinically apparent disease. The pathogenic-
ity of an agent that is usually innocuous may be increased 
in a host with reduced defense mechanisms. For some 
agent–host interactions, the resultant disease is due to the 
effects of exaggerated or prolonged defense mechanisms 
of the host. The virulence of a microorganism is its intrinsic 
capability of infecting a host to produce disease. It follows 
that a pathogen might have varying degrees of virulence. 
Thus, although the nonencapsulated form of Haemophilus 
infl uenzae is a common inhabitant of the upper respira-
tory tract of healthy humans and causes localized infec-
tion without bacteremia (e.g., conjunctivitis or otitis media 
in children), the more virulent encapsulated type b form 
causes more invasive disease and is an important cause of 
meningitis or epiglottitis. If the disease is fatal, virulence 
can be measured with the case–fatality rate. For example, 
the rabies virus almost always produces fatal disease in 
humans and is therefore an extremely virulent agent.

The ability to diagnose an infection or disease depends 
on the degree to which typical symptoms and physical 
signs develop in patients, the appropriateness of diagnos-
tic tests, and the sensitivity and specifi city of these tests 
for the particular infecting agent. Whether an infecting 
agent produces clinical or subclinical infections depends 
on the agent and host factors, for example, age or immune 
status. Thus, P. aeruginosa, a ubiquitous pathogen that 
thrives in aquatic environments and vegetation, seldom 
causes disease in healthy humans. However, in debilitated, 
hospitalized patients, such as those with burns, critical 
care patients with multiple in situ invasive medical devices, 
or those who are on prolonged mechanical ventilation, 
this pathogen remains an important cause of ventilator- 
associated pneumonia in US hospitals (59).

Certain agents may be associated with a variety of 
different syndromes that depend on age and vaccination 
status of the host, previous infection with the agent, and 
agent-related mechanisms that remain unclear. Thus, Stron-
gyloides spp., a nematode that is endemic in many parts of 
the world, including Southeast Asia and some parts in the 
southeastern United States, can cause asymptomatic infec-
tion or be associated with several syndromes ranging from 
mild epigastric discomfort and chronic skin rashes to life-
threatening hyperinfection that results in gram-negative 
bacteremia, pneumonia, and multisystem disease in immu-
nosuppressed patients, including solid organ transplant 
recipients or patients with chronic airways disease who 
are steroid-dependent (60–63). These differences in host–
agent interactions underscore the diffi culty in establishing 
causation and the importance of confi rmatory laboratory 
evidence to precisely identify the causal agent associated 
with syndromes of infectious disease.

Once colonization or infection is established in a 
susceptible host, the agent may enter a silent or latent 
period during which there is no clinical or usual labora-
tory evidence of its presence. Thereafter, the host may 
manifest signs and symptoms of mild disease without dis-
ability, may have a rapid or slow progression of disease, 
or may progress to either temporary or chronic disability, 
or, ultimately, death. Alternatively, the patient may have a 
complete recovery and return to health without sequelae. 
In other instances, the entire process may be inapparent 
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or subclinical without evidence of disability or disease. 
Subclinical cases may be recognized through laboratory 
testing of blood or other body fl uids of the host. These 
tests may indicate evidence of abnormal cellular func-
tion (abnormal liver function tests), the presence of an 
immune response to infection (antibody to hepatitis B 
virus core antigen), the presence of antigens character-
istic of the microorganism (positive test for hepatitis B 
virus surface antigen), or the presence of the microorgan-
ism itself.

The ability to diagnose an infection or disease is obvi-
ously easier in clinical cases and much easier in severe 
clinical cases wherein the typical signs and symptoms of 
the disease are apparent and routine tests are diagnostic 
of the agent. The ratio of clinical to subclinical infections 
varies widely by agent and is infl uenced by certain host fac-
tors, such as age and immune status. Certain agents may 
be associated with a variety of different syndromes that 
depend on age and vaccination status of the host, previous 
infection with the agent, and agent-related mechanisms 
that remain unclear. Poliovirus is less likely to appear as 
a paralytic syndrome in children, and Coxsackie virus B 
infections may appear as myocarditis one year and more 
prominently as meningoencephalitis the next. Respira-
tory syncytial virus infections may appear as bronchiolitis 
in infants and as a common cold syndrome in their older 
caregivers. Since the ability to diagnose an infection or 
disease caused by a specifi c pathogen depends partly on 
the degree to which typical symptoms and physical signs 
develop in patients, variation in the clinical manifestation 
of disease underscores the diffi culty in establishing causa-
tion, the importance of clinical awareness of syndromic 
variations of certain infections, and the importance of 
confi rmatory laboratory evidence to precisely identify the 
causal agent associated with syndromes of disease out-
breaks. Evans provides a detailed and excellent review of 
the principles and issues in establishing causation in infec-
tion and disease (64).

MECHANISM OF SPREAD

Transmission
For infection to take place, microorganisms must be trans-
ferred from a reservoir to an acceptable entry site on a 
susceptible host in suffi cient numbers (the infecting dose) 
for multiplication to occur. The infecting dose of a micro-
organism may depend in varying degrees on infectivity, 
pathogenicity, or virulence of the microorganism itself. The 
entire transmission process constitutes the chain of infec-
tion. Within the healthcare setting, the reservoir of an agent 
may include patients themselves, healthcare workers (e.g., 
nares or fi ngernails), tap water, soap dispensers, hand 
lotions, mechanical ventilators, intravascular devices, infu-
sates, multidose vials, or various other seemingly innocu-
ous elements in the environment.

Direct transmission from another host (healthy or ill) or 
from an environmental reservoir or surface by direct con-
tact or direct large-droplet spread of infectious secretions 
is the simplest route of agent spread. Examples of direct- 
contact transmission routes include kissing (infectious mon-
onucleosis), shaking hands (common cold  [rhinovirus]), 

or other skin contact (e.g., contamination of a wound with 
staphylococci or Enterococcus spp. during trauma, surgical 
procedures, or dressing changes). Transmission of Neisse-
ria meningitidis, group A streptococcus, or the respiratory 
syncytial virus (an important cause of respiratory infection 
in young children worldwide) by large respiratory droplets 
that travel only a few feet is regarded as a special case of 
direct-contact transmission.

Vertical transmission of infection from mother to fetus 
is another form of direct-contact transmission that may 
occur through the placenta during pregnancy (e.g., HIV, 
rubella virus, hepatitis B virus, or parvovirus), by direct 
contact of the infant with the birth canal during childbirth 
(group B streptococci), or via breast milk (HIV).

Indirect-contact transmission may occur via the hands of 
people, contaminated inanimate objects (fomites), various 
work surfaces, food, biological fl uids (e.g., respiratory, sali-
vary, gastrointestinal, or genital secretions, blood, urine, 
stool), invasive or shared medical devices, or through 
arthropod or animal vectors. Indirect-contact transmission 
is the most common mechanism of transfer of the micro-
organisms that cause healthcare-associated infections and 
commonly occurs via the hands of healthcare workers, 
their clothing, or instruments like stethoscopes or ther-
mometers. Rapid dissemination of agents, such as respira-
tory syncytial virus or the infl uenza virus, may occur in 
day-care centers through salivary contamination of shared 
toys and games. C. diffi cile is an important diarrheal agent 
transmitted from patient to patient in acute care hospitals. 
Its transmission is abetted by its spore-forming ability to 
survive in the environment, and its selection and promo-
tion in patients by the repeated and prolonged use of cer-
tain antimicrobials (65). Medical devices contaminated 
with blood-borne pathogens, including hepatitis B and C 
viruses, cytomegalovirus, and HIV, are sources of infection 
for both patients and medical care personnel in healthcare 
institutions (66,67). Some viruses can remain viable for 
extended periods under suitable conditions. For example, 
Hepatitis B virus is relatively stable in the environment and 
remains viable in dried form for at least 7 days to 2 weeks 
on normal working surfaces at room temperature (68) This 
property has led to Hepatitis B virus transmission among 
dialysis patients through indirect contact via dialysis per-
sonnel or work surfaces in the dialysis unit (69,70). Exam-
ples of other sources of healthcare-associated infections 
that occur through indirect contact include bacterial or 
viral contamination of musculoskeletal allograft tissues, 
intrinsic contamination of infusates or injectable medica-
tions, liquid soap, or contaminated medications prepared 
in the hospital pharmacy (20,71,72,73–75). The continuing 
presence of Pseudomonas spp. and other gram-negative 
rods in potable water supplies acts as an important res-
ervoir for these agents and a readily available source for 
hand transmission to patients, especially the severely ill 
(19,76).

Airborne transmission is another mechanism of indi-
rect transfer of pathogens. Microorganisms transmitted by 
this method include droplet nuclei (1–10 mm) that remain 
suspended in air for long periods, spores, and shed micro-
organisms. The airborne transfer of droplet nuclei is the 
principal route of transmission of M. tuberculosis, varicella, 
or measles. The transmission of Legionella spp. through the 
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air in droplet nuclei from cooling tower emissions, and from 
environmental water sites, such as air-conditioning sys-
tems, central humidifi ers, and respiratory humidifi cation 
devices, is another important example of this type of spread 
(77–79,80,81). C. diffi cile–associated disease, the most com-
mon cause of healthcare-associated gastrointestinal infec-
tion in the United States, is frequently acquired through 
the transmission of spores via hospital work surfaces and 
the hands of healthcare workers (65,82). In fact, C. diffi cile 
may become endemic if its spores are propagated by air 
currents throughout an institution. Fungal spores can be an 
important cause of healthcare-associated infections. Spores 
of invasive fungi, such as Aspergillus spp., may be carried 
over long distances in hospitals to cause severe infections 
in immunosuppressed patients. The risk of spore contami-
nation was highlighted by an outbreak of Curvularia lunata 
(a black fungus) among silicone breast implant recipients, 
who had undergone the breast augmentation procedures 
in an operating room that was erroneously maintained at 
negative pressure resulting in high spore counts in the oper-
ating room environment (operating rooms are supposed to 
be maintained at net positive pressures relative to adjacent 
areas). The surgeons had not implemented a closed system 
for infl ating the breast prostheses with saline; instead, they 
had infl ated the silicone prostheses using syringes fi lled with 
saline drawn up from a sterile bowl exposed to the ambient 
operating room environment. The end result was contamina-
tion of sterile saline in the open bowl with C. lunata spores, 
which were then injected inadvertently into the breast 
prostheses (83). In some settings (e.g., burn units), staphy-
lococci have been thought to spread on skin squamous cells 
that have been shed from patients or healthcare personnel. 
The importance of this mode of transmission, however, is 
not thought to be of great signifi cance in other care settings. 
More recent data suggest that S. aureus is a common iso-
late in oropharyngeal cultures (13). Although the epidemio-
logic implications of this fi nding remain uncharacterized, 
the ramifi cation for infection control in healthcare facili-
ties would be enormous if indeed the chain of infection for 
S. aureus includes oropharyngeal secretions or droplet 
nuclei. More recently, the emergence of extensively drug-
resistant (XDR) strains of M. tuberculosis (i.e., strains 
resistant to practically all second-line agents) has again 
highlighted the importance of airborne transmission 
and the fact that the underlying reason for XDR emergence 
stems from poor general tuberculosis control and the
subsequent development of multi-drug resistant (MDR)-
tuberculosis  (84,85).

Vector-borne transmission by arthropods or other 
insects is a form of indirect transmission, and may be 
mechanical or biologic. In mechanical vector-borne trans-
mission, the agent does not multiply or undergo physi-
ologic changes in the vector; in biologic vector-borne 
transmission, the agent is modifi ed within the host before 
being transmitted. Although the potential for microorgan-
ism carriage by arthropods or other insect vectors has 
been described (86,87), this type of transmission has not 
played any substantial role in the transmission of health-
care-associated infections in the United States. In tropical 
countries with endemic dengue, yellow fever, or malaria, 
vector-borne transmission is relatively more important, 
requiring screening of patients or other interventions, and 

preventive measures not ordinarily required for patients in 
colder climates.

Reservoirs
Humans are the primary reservoir for Neisseria gonor-
rhoeae, S. typhi, HIV, Hepatitis B and C viruses, or Shigella 
spp. Animals (zoonoses) harbor the rabies virus, Yersinia 
pestis, Leptospira spp., or Brucella spp. Environmental reser-
voirs include the soil (Histoplasma capsulatum, Clostridium 
tetani, and Bacillus anthracis) and water (Legionella spp., 
P. aeruginosa, Serratia spp., and Cryptosporidium spp.). In 
critical care units, reservoirs in ventilation  circuits often 
harbor gram-negative pathogens, such as P. aeruginosa, 
Serratia spp., or Acinetobacter spp. For some infections, 
the interaction between host, agent, and environment 
might include an extrinsic life cycle of the agent outside 
of the human host. The interplay of such factors can add 
signifi cant layers of epidemiological complexity in properly 
understanding the cause of an outbreak or in characteriz-
ing the chain of infection.

INCUBATION PERIOD AND 
COMMUNICABILITY

The incubation period is the time between exposure to an 
infectious agent and the fi rst appearance of evidence of 
disease in a susceptible host. The incubation period of a 
pathogen usually is typical for that class of microorgan-
isms and may be helpful in diagnosing unknown illness or 
making a decision regarding further diagnostic testing. The 
fi rst portion of the incubation period after colonization and 
infection of a person is frequently a silent period, called 
the latent period. During this time, there is no obvious host 
response, and evidence of the presence of the infecting 
agent may not be measurable or discernible. Measurable 
early immune responses in the host may appear shortly 
before the fi rst signs and symptoms of disease, marking the 
end of the latent period. Incubation periods for a microor-
ganism may vary by route of pathogen inoculation, and the 
infecting dose. For example, brucellosis may be contracted 
through direct contact with blood or infected organic 
material, ingestion of raw dairy products, or through air-
borne transmission in a laboratory or abattoir; these vari-
ous modes of transmission result in an incubation period 
for brucellosis that is highly variable, ranging from 5 days 
to several months. Incubation periods for other common 
microorganisms are as follows: 1 to 4 days for the rhino-
virus (the common cold) or infl uenza virus; 5 to 7 days 
for herpes simplex virus; 7 to 14 days for polio virus; 6 to 
21 days for measles virus; 10 to 21 days for chickenpox 
virus; 20 to 50 days for hepatitis A virus and the rabies 
virus; and 80 to 100 days for hepatitis B virus.

The communicable period is the time in the natural his-
tory of an infection during which transmission may take 
place. Generally, microorganisms that multiply rapidly and 
produce local infections are associated with short incuba-
tion periods. For example, enterotoxin-producing S. aureus 
undergoes such rapid multiplication in unrefrigerated 
food that symptoms of food poisoning may become mani-
fest within 1 to 6 hours of ingestion of the contaminated 
meal. Microorganisms that cause disease that depend on 
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 hematogenous spread or multiplication in distant organs 
tend to have longer incubation periods. HIV antibodies 
are generally detectable 1 to 3 months after the initial 
exposure, whereas the HIV-infected person might remain 
asymptomatic for years. Cytomegalovirus, a blood-borne 
pathogen that frequently causes posttransplant or post-
transfusion infection, generally causes illness 3 to 8 weeks 
after initial exposure.

OUTBREAKS, EPIDEMICS, AND 
EPIDEMIC INVESTIGATION

An infectious disease outbreak or epidemic is defi ned as 
an increase in the occurrence of infection or disease above 
the baseline or background rate, in a given area in a spe-
cifi c patient population. Epidemics may originate from a 
common source or be propagated from person to person. 
Common source epidemics appear when susceptible per-
sons have mutual exposure to the same agent in the same 
time period. If the exposure to an infectious agent happens 
at a single event at a single time and place, such as at a 
church dinner, it is called a point source epidemic. When 
this happens, the affected (exposed) patients usually have 
a similar incubation period, and the average time from the 
onset of fi rst symptoms back to the initial, common expo-
sure event is the natural incubation period of the agent. If 
the agent is known, its identifi ed incubation period helps 
to defi ne the time of the common event. For example, onset 
of symptoms of food poisoning caused by S. aureus usu-
ally occurs within 1 to 6 hours; symptoms due to Shigella 
spp. usually occur within 24 to 48 hours. If exposure to an 
infecting agent is continuous, as in a hospital room with 
an  air-conditioner contaminated with Legionella spp., epi-
sodes of Legionella pneumonia among hospital inpatients 
may appear sequentially. Sewage from a  treatment plant 
seeping into a water supply is another example of continu-
ous source exposure in which a persistent increase above 
an expected level extends beyond a single  incubation 
period.

Propagated epidemics occur when serial direct or indi-
rect transmission of a microorganism occurs from sus-
ceptible host to susceptible host (e.g., person-to-person 
spread of Malassezia pachydermatis, a microorganism with 
a short incubation (88)), or it may occur at a more leisurely 
pace as in transmission of an agent from a carrier to a sus-
ceptible individual (e.g., transmission of Nocardia farcinica 
from the hands of a colonized healthcare worker to a surgi-
cal site (89)). Thus, investigation of an epidemic requires 
a prioritized and systematic approach to the gathering and 
analysis of data with careful attention to epidemiologic and 
clinical detail and correct interpretation of microbiological 
and other laboratory information.

Investigating an Epidemic
The fi rst and most critical step in an outbreak investiga-
tion is ascertaining that an epidemic does indeed exist. 
This step assumes some previous information on the usual 
or endemic rate of occurrence of the infection or disease 
under study. When there is a perceived increase in the 
occurrence of an infection without reference to a baseline 

level, the aggregation of case-patients is classifi ed as a 
cluster. Many clinical microbiology laboratories that serve 
large teaching hospitals or other healthcare institutions 
maintain computerized, retrospective line listings of infec-
tion or colonization caused by pathogens that are endemic 
in the institution. Such line listings are readily available on 
request and enable documentation of endemic infection 
rates.

The fi rst hint of an outbreak or an unusual cluster of 
infections may be the appearance of a microorganism from 
epidemiologically related sources noticed by the clinician, 
infection control team, pharmacy, or laboratory person-
nel. The microbiology laboratory has been likened to an 
early warning, laboratory-based surveillance system for 
the detection of outbreaks (11,90). For example, labora-
tory technologists might be the fi rst to suspect the pres-
ence of an outbreak of healthcare-associated infections by 
being alert and noting in a line listing the existence of an 
unusual cluster of isolates of a particular morphology, spe-
cies, or antimicrobial susceptibility profi le. End-of-the-day 
scrutiny of routine line listings of microorganisms growing 
in cultures by a staff microbiologist might herald the pres-
ence of a cluster of infections or antimicrobial-resistant 
microorganisms in a specifi c hospital inpatient service 
that would have otherwise been overlooked or missed by 
the clinician or healthcare epidemiologist. Or perception 
by an astute pharmacist of overprescribing of antimicro-
bials for infections caused by an unusual microorganism 
could be a lead to ascertainment of a putative cluster or 
outbreak.

Computerized laboratory records, line listings, and cul-
ture reports that have been retrospectively archived con-
stitute an invaluable source of site-specifi c, baseline data 
on endemic infection rates with which to compare current 
perceived increases in infection rates for various patient 
populations in a facility. If a comparison of epidemic and 
preepidemic infection rates suggests the presence of an 
outbreak, the clinical microbiology personnel on the team 
conducting the outbreak investigation must then ensure 
that all isolates and relevant specimens from patients 
associated with the putative outbreak are saved for cul-
ture or other analyses that might become necessary later 
on in the investigation. Thus, the initial investigation and 
characterization of outbreaks or clusters of infection must 
 necessarily involve the laboratory (91).

To determine the existence of an outbreak, one must 
understand the etiology of the infection or disease. If the 
syndrome is unrecognized, a consensus case defi nition or 
criteria for the condition must be formed. This case defi -
nition must be fulfi lled for each event that is judged to be 
associated with the epidemic. The case defi nition may 
include a medical sign or symptom; a syndrome; an abnor-
mal laboratory test (e.g., a raised white blood cell count); 
the isolation of an etiological agent (e.g., positive blood 
cultures for bacteremia); or one of the serologic tests, such 
as those for serum immunoglobulin levels (e.g., immuno-
globulin M group), that suggest acute or recent infection. 
The case defi nition for epidemics of unknown etiology might 
include combinations of clinical and laboratory parameters. 
Depending on the data available at the onset of an investiga-
tion, a case defi nition may include classifi cation of the ill as 
(a) defi nite cases, (b) probable cases, or (c) possible cases.
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Case defi nitions of healthcare-associated infections 
usually involve clinical, epidemiologic, and laboratory 
parameters and delineate the patients (person) who have 
specifi c symptoms or syndromic features, the period (time) 
during which the symptoms began or were recognized, the 
location (place) of the problem, and the infecting agent 
and anatomic site of infection (what). If the case defi nition 
is microorganism-based, a careful review of the existing 
microbiology records usually is all that is needed to iden-
tify case-patients and determine numerator and denomi-
nator data for the calculation of comparable rates. After a 
case defi nition has been formulated, the outbreak investi-
gators must identify and ascertain case-patients. This step 
may be accomplished by calling hospitals, clinics, health 
departments, physicians’ offi ces, schools, or workplaces, 
or careful examination of patients’ medical, surgical, or 
laboratory records, patient census listings, administrative 
staffi ng records, death certifi cates, or existing surveillance 
data, such as frequency of medical device or antimicrobial 
use. Laboratory records play a vital role in this undertak-
ing by providing confi rmatory data on pathogen identifi ca-
tion, site of infection, antimicrobial susceptibility testing 
profi les (antibiograms), or microorganism biochemical 
profi les (biotype number).

In industry, annual product reviews analyze the 
assorted quality parameters that intersect with a given 
product, such as reviewing the number of laboratory 
deviations, the number of confi rmed batch failures, or 
the number of manufacturing/testing changes. If avail-
able, such data are helpful in investigations of national 
or international outbreaks, such as those associated with 
widespread distribution of an intrinsically contaminated 
drug, device, or other product. Within healthcare systems, 
comparable quality systems are found largely in clinical 
laboratories. For example, in the microbiology laboratory, 
quality reviews similar to those performed in the phar-
maceutical industry include systematic analyses of batch 
failures of reagents; monitoring culture media quality and 
variability of set incubation temperatures for incubators; 
quality assurance checks of antimicrobial-impregnated 
disks and adherence to standards set by the Clinical and 
Laboratory Standards Institute for antimicrobial suscepti-
bility testing; regular assessments of the ability of micro-
biology personnel to accurately identify or characterize 
“unknown” isolates from the American Type Culture Col-
lection; or weekly checks of the optical density cutoff 
points for spectrophotometers used in serological testing. 
Data from these reviews are indispensable for outbreak 
investigations, especially when an outbreak is linked epi-
demiologically to practices and procedures in the labora-
tory (see Chapter 9).

When an infection outbreak is recognized only by the 
presence of a cluster of patients with a specifi c syndrome, 
idiosyncratic clinical features, or pyrogenic reactions, and 
the case defi nition contains only clinical or epidemiologic 
parameters, initial cultures of relevant body sites may be 
negative. In these instances, it is vital that the laboratory 
be involved in all subsequent decision making in the out-
break investigation, particularly regarding the types of cul-
tures, specimens, serologic tests, or assays that should be 
considered to assist in determining the source or cause of 

the outbreak. Such additional investigations may include 
 testing large volumes of dialysis fl uid or water for endo-
toxin, performing specialized serologic tests for Salmo-
nella spp., or molecular genotyping. These indispensable 
roles of the laboratory underscore the interdependency of 
epidemiology and laboratory disciplines during the inves-
tigation of an outbreak where the suspected pathogen is 
absent or not initially apparent, and the direction of the 
subsequent investigation may require specialized labora-
tory tests or assays that become obvious only after an epi-
demiologic evaluation (see Chapter 95).

After case ascertainment, the next steps are to prepare 
a line listing of the patients who meet the case defi nition 
and construct an epidemic curve by plotting the number 
of cases (y-axis) over time (x-axis), and identify on a geo-
graphic map the location of the cases. The line listing 
should contain the basic demographic data and character-
istics that are relevant to the outbreak, and should include 
the features of the outbreak in terms of person, place, and 
time that were established by the case defi nition.

Critical variables in an outbreak investigation include 
the following: (a) When did the exposure take place? 
(b) When did the disease begin? (c) What was the incuba-
tion period for the disease? If any two of these are known, 
the third can be calculated. The epidemic curve can graph-
ically suggest the temporal relationship between acquisi-
tion of infection or disease and index case, the existence 
of a common source, the incubation period of an infec-
tious agent, or the mode of transmission. In addition, the 
epidemic curve can be used to determine the probable 
period of exposure to a source: fi rst look-up the average, 
median, and range of the relevant incubation period of 
the suspected infection in question. This information can 
be obtained from a recognized reference source (e.g., the 
Control of Communicable Diseases Manual (7). The median 
incubation period is the time when 50% of case-patients 
would have acquired the infection. A rapid assessment 
would be to count back the average incubation period 
from the median case-patient and the minimum incuba-
tion period from the earliest case-patient. There are limita-
tions in extrapolating inferences from an epidemic curve. 
For example, the curve might not have a “classic” shape, 
especially if the outbreak is small. Moreover, an observed 
shape may be consistent with more than one interpreta-
tion; intermittent exposures to a common source may look 
like person-to-person exposure, or the incubation period 
may remain unknown.

With an initial count of the cases completed, one can 
determine the rates of infection and illness in the popu-
lation by age group, birth weight, gender, ethnic origin, 
religious affi liation, socioeconomic status, water supply, 
food ingestion, device use, treatment regimens, or other 
factors that appear to be historically associated with the 
individuals infected. On the basis of this preliminary anal-
ysis, a hypothesis is generated to identify the high-risk 
population. One may consider conducting a case–control 
epidemiologic study to compare ill persons (case-patients) 
with randomly selected persons who have remained well 
(control group) to identify exposures signifi cantly associ-
ated with cases. The contrast between cases and controls 
is then determined by calculation of the odds ratios and 
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confi dence intervals for each exposure. Alternatively, one 
may conduct a cohort study in which attack rates are com-
pared through calculation of relative risks and confi dence 
intervals for persons exposed and not exposed to a spe-
cifi c risk factor. Not all case-patients can be expected to 
fi t the hypothesis because a background rate of endemic 
infections or disease must be assumed for many infectious 
agents (e.g., Enterococcus spp. in healthcare facilities). 
Using the hypothesis, one searches for additional case-
patients, both to increase the numbers for statistical study 
and to include persons with mild or subclinical disease, 
who might otherwise escape evaluation.

With the additional fi ndings, the data are analyzed and 
an interpretation of the events is prepared. If the hypoth-
esis is supported, it is confi rmed in a fi nal report; if not, the 
data are reviewed for alternative hypotheses, and another 
round of testing and analyses is begun. On the basis of the 
analyses and the supported hypothesis, intervention and 
follow-up programs are outlined, including both short-term 
and long-term control measures. Finally, the fi ndings are 
reported formally to local and regional authorities, public 
health agencies, and medical and public groups, indicating 
the nature of the outbreak and recommendations for future 
prevention and control.

The Role of Epidemiology and Microbiology 
in the Investigation of Outbreaks
Traditionally, the most important function of the microbi-
ology laboratory during outbreak investigations has been 
to accurately identify outbreak pathogens, to conduct rel-
evant antimicrobial susceptibility testing, and to determine 
the clonality (similarity) of outbreak pathogens based on 
whatever phenotypic or genotypic typing methods are 
available to the laboratory. These functions now encom-
pass all stages of outbreak investigations. There are two 
different approaches to an investigation of infectious dis-
ease outbreaks: (i) to conduct extensive culture surveys to 
identify the source of the outbreak (laboratory-based inves-
tigation) or (ii) to conduct an epidemiologic investigation 
with subsequent epidemiology-directed environmental 
or personnel cultures or assays (epidemiologic investiga-
tion with laboratory confi rmation). Experience from CDC 
suggests that the former “shot-gunning” approach creates 
much superfl uous work and may be counterproductive, 
because risk factors or environmental reservoirs that are 
epidemiologically relevant could potentially be missed 
altogether, or the wrong source identifi ed (92). Initial cul-
ture surveys of the environment or personnel without a 
prior epidemiologic investigation may appear to identify or 
“implicate” the causal agent or person, but also may repre-
sent secondary contamination or colonization rather than 
the true source. This may result in erroneous recommen-
dations or interventions, or inappropriate actions against 
staff members who are not in any way epidemiologically 
associated with disease transmission. Other published data 
from CDC suggest that an epidemiology-directed approach 
is generally more accurate and less costly for identifying 
the source and mode of transmission of outbreak patho-
gens (93,94).

In many CDC outbreak investigations, subsequent labo-
ratory studies have indeed confi rmed the epidemiologic 

fi ndings (93–95); moreover, there have been occasions 
when the investigators of an outbreak have had to draw 
conclusions solely on the epidemiologic fi ndings without 
laboratory confi rmation, because relevant microbiologi-
cal specimens often are discarded before the decision to 
conduct a formal investigation is made (74,75). Random 
culture surveys of personnel, products, or the environ-
ment without a prior epidemiologic investigation may be 
misdirected, expensive, unsustainable, or costly in terms 
of human and laboratory resources and should not be per-
formed before comparative epidemiologic studies are com-
pleted.

Epidemiologic principles are particularly important 
when addressing the issue of intrinsic microbial contami-
nation of a product within an industrial plant. Intrinsic con-
tamination of a normally sterile product may be detected 
in-house through quality assurance surveillance, such as 
end-product sampling, or it may manifest as a common-
source outbreak of local, national, or international propor-
tions (73). If a pharmaceutical product is suspected to be 
associated with an infectious disease outbreak, integration 
of epidemiology and microbiology remains vital to con-
ducting a successful outbreak investigation (the principles 
have been described earlier). Such an approach has been 
used to successfully investigate a nationwide outbreak of 
sterile peritonitis due to intrinsic endotoxin contamination 
of peritoneal dialysis solution from a single manufacturer, 
infections among recipients of contaminated allograft 
 tissues, and fungal infection of saline-fi lled silicone breast 
implants (83,96).

Epidemiologic methods are used to investigate and 
relate causal factors to an outbreak and are essential for 
understanding the mechanisms of infection acquisition 
and transmission, determining risk factors, and directing 
the application and practice of clinical microbiology meth-
ods. The information from epidemiologic and descriptive 
studies may provide important clues regarding the causes 
of or risk factors associated with infections, and may be 
used to generate causal hypotheses.

To test a hypothesis, one may attempt to identify the 
high-risk population and design appropriate microbiologic 
studies and culture surveys. Thus, the laboratory service 
must be able and prepared to collect relevant specimens 
through liaison with the epidemiologist, culture or process 
these specimens using reproducible, quality-controlled 
methods, and disseminate the information back to other 
outbreak coinvestigators in a timely manner.

In summary, the following issues must be considered 
when interpreting environmental culture data: (a) sur-
faces by themselves do not transmit disease; transmission 
from surfaces is more likely mediated by personnel who 
might not have maintained scrupulous aseptic conditions 
resulting in cross contamination of patient care items; 
(b) for environmental sampling, there are no benchmarks 
or standards to compare data generated from different cul-
ture methods; and (c) epidemiology is essential for inter-
preting environmental cultures—just because a pathogen 
is isolated from an environmental culture does not neces-
sarily mean that there is a problem. The classic steps in the 
recommended investigation of an epidemic are outlined in 
Table 1-1.
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PREVENTION AND CONTROL

Measures for the prevention and control of communica-
ble diseases are directed at various links in the chain of 
infection. These include interventions to (a) eliminate or 
contain the reservoirs of infectious agents or curtail the 
persistence (endemicity) of a microorganism in a specifi c 
setting; (b) interrupt the transmission of infectious agents; 
or (c) protect the host against infection and disease. This 
approach calls for a detailed knowledge of the epidemi-
ology of infectious diseases in a variety of settings or 
 environments.

Modifying Environmental Reservoirs
Interventions chosen to modify a reservoir depend on 
whether the reservoir is animate or inanimate. Quaran-
tine, the restriction of movement of individuals who have 
been exposed to a potentially transmissible agent for the 
entire incubation period of the infection, is now rarely used 
to control human disease in healthcare settings and has 
been replaced, largely, by active surveillance of exposed 
individuals in acute care hospitals or long-term care facili-
ties. Animate reservoirs (i.e., carriers) include healthcare 
personnel who are colonized with potential pathogens in 
their nares or hands, relatives (or pets) who visit patients 
in intensive care units, or patients known to be colonized 
or infected with a particular healthcare pathogen and are 
moved from one unit to another within a given institution, 
or are transferred from one hospital to another. Since dis-
ease is often subclinical, it may be diffi cult to recognize and 
separate silent carriers from susceptible persons.

Treatment of humans to eradicate their carriage 
of transmissible pathogens that are typically found in 

 healthcare settings has had variable success. For  example, 
treatment to eradicate VRE often yields mixed results 
(97–99); whereas, there has been limited success in the 
eradication of MRSA among hospital inpatients (100,101–
103) and in the community (104). There are no compelling 
data that show an association between eradication of gram-
negative carriage among patients or healthcare personnel 
and reduced rates of transmission. Thus, removal of an 
individual healthcare worker, known to be a reservoir for a 
potentially transmissible pathogen, from a healthcare set-
ting (e.g., bone marrow unit or surgical intensive care unit) 
with susceptible patients might be the only control or pre-
ventive option. Human carriers of transmissible pathogens 
may be isolated from susceptible individuals, who are not 
colonized or infected, for the duration of their stay at the 
institution or for as long as they harbor the microorganism 
(105,106). Finally, ethical issues arise when the decision is 
made to expose asymptomatic carriers or colonized but 
well persons to medical therapy that might have serious 
side effects, or render them susceptible to adverse events, 
such as healthcare-associated infections, disease, or undue 
morbidity.

In healthcare settings, reservoirs of a transmissible 
pathogen might be limited solely to the inanimate environ-
ment. Thus, appropriate control measures might include 
removing contaminated fruit, fl owers, intravenous infu-
sates, hand lotions, toys, white coats, stethoscopes, or 
other objects deemed to be potential reservoirs; appropri-
ate handling of sewage and medical waste per published 
guidelines; ensuring that scrupulous aseptic techniques are 
maintained during invasive procedures or line insertion; 
or destroying the agent in the environmental niche (e.g., 
work surfaces in an intensive care unit, medicine prepara-
tion areas, or moisture reservoirs in mechanical ventila-
tors) by chemical or physical means. In some healthcare 
settings, such as medical or intensive care units, microor-
ganisms, such as VRE or C. diffi cile, may remain endemic 
or persistent despite identifi cation and appropriate treat-
ment or elimination of reservoirs. Such persistence may 
require periodic enhanced environmental cleaning of the 
concerned unit to curtail the endemicity of the pathogen 
(107). The importance of modifying environmental reser-
voirs for the control and prevention of infectious disease 
is sustained by the fact that much of the reduction in dis-
ease and death from infectious diseases in the industrial-
ized world during the 20th century has been attributed to 
purifi cation of potable water by fi ltration and chlorination, 
improvements in the cooking, processing, and inspection 
of food, and advancements in housing, nutrition, and sani-
tary disposal of human waste (108).

Interrupting Transmission
Many of the features of interventions necessary for inter-
rupting the transmission of infection are identical to those 
included in the interventions necessary for modifying inan-
imate environmental reservoirs discussed above. The most 
important addition to these has been in the behavioral 
changes necessary to support improvements in the area 
of personal hygiene, specifi cally in the washing of hands 
between tasks in the preparation of food, caring for chil-
dren, and caring for the sick (109,110,111). In the control 
of healthcare-associated infections, the use of appropri-

T A B L E  1 - 1

Steps in Investigating an Epidemic
• Confi rm the existence of an epidemic
• Establish a case defi nition that refl ects time, place, and 

person
• Ascertain cases and create a line listing
• Create an epidemic curve
• Determine the extent and characteristics of cases by 

rapid survey
• Formulate a working hypothesis
• Test the hypothesis through epidemiologic studies
• Initiate appropriate microbiology or other laboratory 

studies that are directed by the epidemiologic data
• Analyze all cases for interpretation
• Reassess hypothesis if not proven and initiate additional 

studies where warranted
• Draw conclusions and inferences from investigation
• Communicate with relevant personnel and recommend 

appropriate control and preventive measures (exit 
 interviews and preliminary report)

• Continue postoutbreak surveillance for new cases
• Reevaluate control measures
• Prepare a formal written report and disseminate fi ndings 

in a published manuscript
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ate barriers, including the use of gloves, gowns, and eye 
 protection, has been emphasized to prevent the transmis-
sion of blood-borne pathogens (e.g., HIV and hepatitis B) 
between patients and healthcare workers, as has the use of 
high-fi ltration masks for protection from respiratory trans-
mission of infl uenza or tuberculosis (105,106). Although 
one of the key measures for the prevention and control of 
healthcare-associated infections remains the routine wash-
ing of hands before, between, and after patient contacts 
in healthcare settings, compliance or adherence to hand 
washing protocols among healthcare professionals—a 
behavioral attribute—remains wanting (112); this is not 
surprising since as far back as 1996, Goldmann et al. found 
that National Guidelines seldom are studied thoroughly by 
physicians, and, if they are read, they rarely are incorpo-
rated into everyday practice (46). Compounding the prob-
lem is the growing body of evidence that hand hygiene is 
but one factor in the complex interplay of host, agent, and 
the environment that facilitates transmission.

For a microorganism like VRE, transmission is enabled 
by one or more of the following factors: (a) the degree of 
hand hygiene among healthcare personnel; (b) the inherent 
properties of the microorganism that enable it to remain 
viable days to weeks on dry, inert environmental surfaces, 
coats, or ties; (c) the proportion of patients in the unit of 
concern who are colonized with VRE; (d) the proportion 
of patients who are inherently susceptible to infection; 
(e) selective pressure of vancomycin use in the unit; and 
(f) adherence to prevention efforts among healthcare per-
sonnel. Given the above, it follows that complete adherence 
to a strict hand hygiene policy alone will not necessarily 
preclude intrahospital transmission of VRE.

One method commonly used to interrupt transmis-
sion of pathogens in healthcare settings is the isolation of 
patients known to be colonized or infected with a particu-
lar pathogen in a separate area so as to reduce the prob-
ability of transmission of infection to other patients. This 
method may include allocation of these cohorted patients 
to specifi c healthcare workers to avoid transmission of the 
pathogen by the healthcare workers themselves.

Protecting the Host
The risk of acquisition and transmission of infectious 
diseases among patient populations in healthcare set-
tings is better characterized if the patients’ immune sta-
tus or immune response is known. Immunization is the 
most effective method of individual and community pro-
tection against epidemic diseases, and can be active or 
passive. Through active immunization, smallpox, one of 
the major global communicable diseases, was eradicated 
(113–115). Although polio has been eliminated from large 
areas, including all of the Americas (80), and indigenous 
transmission of wild poliovirus types 1 and 3 infection 
has been interrupted in all but four countries worldwide 
(Afghanistan, India, Nigeria, and Pakistan), there were still 
1,655 cases reported in 2008 (116). The occurrences of 
other childhood diseases have been substantially reduced, 
including diphtheria, pertussis, tetanus, measles, mumps, 
rubella, and infections of H. infl uenzae type B (36,117,118). 
Since one of the main goals of epidemiology is to identify 
subgroups in the patient population that are at high risk 
for infection and disease, a knowledge of the vaccination 

status of patients is essential for the prevention of infection 
or disease. Institutional immunization programs have been 
recommended as part of the occupational health services 
of healthcare facilities for some time, but compliance for 
all healthcare workers has only recently come under man-
date. Evaluation of patients for immunization during hos-
pital admission is another program widely recommended 
but incompletely implemented. The residual endemic 
problems and periodic outbreaks of these vaccine-prevent-
able diseases in both populations at large and in healthcare 
institutions have been largely the result of failure of the 
delivery programs for the vaccines. These have been due 
to poor funding, poor prioritization of the programs, the 
lack of political will, and the lack of organization of the vac-
cine effort—not to failure of the vaccine to immunize (38).

Passive immunization with hyperimmune or stand-
ard immunoglobulins is another intervention valuable in 
a small group of diseases, including certain genetic and 
acquired immunodefi ciency diseases, primary antibody-
defi ciency disorders, hypogammaglobulinemia in chronic 
lymphocytic leukemia, measles, hepatitis A, varicella- 
zoster, hepatitis B, and HIV infections in children (36). 
Hyperimmune globulin preparations are obtained from 
blood plasma donor pools preselected for high antibody 
content against a specifi c antigen (e.g., hepatitis B immune 
globulin, varicella-zoster immune globulin, cytomegalo-
virus immune globulin, and respiratory syncytial virus 
immune globulin). Although active searches have been car-
ried out for other kinds of immunomodulating agents (e.g., 
interferons and cytokines) and biologics that heighten 
host immune function and protect the host from infection 
or disease, there are no data that indicate such treatment 
modalities play any signifi cant role in the prevention and 
control of healthcare-associated infections.

Administering antimicrobials to ensure the presence of 
an anti-infective agent at the site of a potential infection is 
a more recent addition to the control programs protecting 
the host. The use of a single dose or short course of preop-
erative antimicrobials to reduce the probability of infection 
with agents commonly seen following certain procedures 
has become a standard part of surgical practice (119).

Profound cellular and humoral immunosuppression 
may ensue in patients following chemotherapy or radio-
therapy of certain malignancies, or may be a consequence 
of the primary disease process. Therapy-related immu-
nosuppression occurs during or following bone marrow 
transplantation or may be a sequelae of therapeutic regi-
mens used to prevent rejection of transplanted organs. The 
use of local and systemic anti-infectives in these patients 
has either prevented infection or mitigated the duration 
and severity of infection, leading to reduced morbidity 
and mortality, and improved outcomes (120–123). The 
use of preprocedure (e.g., surgery or dental) antimicro-
bial prophylaxis in individuals with a history of rheumatic 
heart disease is also a standard recommendation to pre-
vent bacterial endocarditis (124–126). Unfortunately, one 
of the side effects of repeated short courses of antimicro-
bials has been the appearance of signifi cant resistance to 
these agents among pathogens associated with healthcare-
associated infections (31,127,128). This problem has been 
aggravated by overprescribing of antimicrobials for non-
bacterial infection by some practitioners, over-the-counter 
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sale of antimicrobials in many parts of the world, and the 
use of subtherapeutic doses of growth promoters in  animal 
husbandry in the United States and other countries (129–
131,132).

HEALTHCARE-ASSOCIATED INFECTIONS 
AND INFECTIOUS DISEASES

Inherent in the measures for the prevention and control 
of healthcare-associated infections is the ongoing educa-
tion of healthcare workers in infection control practices 
and procedures through guidelines published by CDC 
(133,134), and the implementation of surveillance meas-
ures to detect changes in the incidence or prevalence rates 
of infections caused by microorganisms commonly associ-
ated with healthcare-associated infections. The acute care 
hospital (inpatient, outpatient, and intensive care unit) 
settings and long-term care and home healthcare facilities 
provide special settings for the interaction of the agents of 
infection and patients and healthcare workers. The ongo-
ing study of the basic epidemiologic features of agent–host 
interactions in these environments has led to recommen-
dations for wide application of, and extensive testing of, 
surveillance, prevention, and control programs, which 
have proven highly successful. Descriptions of the special 
features of the investigations and interventions of these 
programs are the topics of the chapters to follow.

Despite falls in overall rates of healthcare-associated 
infections involving the bloodstream, respiratory tract, 
surgical wounds, and urinary tract, rates of infections 
caused by antimicrobial-resistant pathogens have been 
increasing across the United States. Thus, control of antimi-
crobial resistance in the 2000s remains inextricably linked 
to the control of transmission of healthcare-associated, 
 antimicrobial-resistant pathogens and the infections they 
cause. The seriousness of the problem was underscored in 
an editorial by Muto, who made the point that “for as long 
as CDC has measured the prevalence of hospital-acquired 
infections caused by multidrug-resistant microorgan-
isms, it has been increasing” (135). The myriad of articles 
in the medical literature has in effect helped explain this 
failure since much of the data originated in facilities that 
had implemented untried control programs or had already 
instituted considerably ineffective programs.

Acute care hospital (inpatient, outpatient, and inten-
sive care unit) settings, free standing medical and surgical 
centers, long-term care facilities, and the home provide 
special settings for the interaction of the agents of infection 
and hosts (i.e., patients, relatives, and healthcare workers 
alike). The ongoing study of the basic epidemiologic fea-
tures of agent–host interactions in these environments has 
led to evidence-based recommendations for healthcare-
associated infections surveillance, and prevention and 
control programs, which have proved highly successful. 
For example, the Society for Healthcare Epidemiology of 
America (SHEA) has established evidence-based guidelines 
to control the spread of MRSA and VRE in acute care set-
tings (136). The tenets of the SHEA guidelines are based on 
identifi cation and containment of spread through (a) active 
surveillance cultures to identify the reservoir for spread; 

(b) routine hand hygiene; (c) barrier precautions for 
patients known or suspected to be colonized or infected 
with epidemiologically important antimicrobial-resistant 
pathogens, such as MRSA or VRE; (d) implementation of 
an antimicrobial stewardship program; and (e) decoloniza-
tion or suppression of colonized patients (136). Numerous 
reports presented at the SHEA annual meetings over the 
past 5 years have repeatedly shown control of endemic 
or epidemic MRSA and VRE infections through implemen-
tation of the SHEA guidelines. There is now growing evi-
dence that active surveillance cultures do indeed reduce 
the incidence rates of MRSA and VRE infections and that 
programs described in the SHEA guidelines are effective 
and cost-benefi cial (137,138,139). Many other studies have 
since established that identifi cation of patients colonized 
with MRSA or VRE on admission to hospital for critical care 
may enhance implementation of interventions to decrease 
infection (140).

Despite all of the resources put into surveillance 
activities for healthcare-associated infections in facilities 
throughout the nation, there remain several obstacles that 
hinder progress in the control of these infections. These 
include (a) substantial variation in surveillance activities 
from one medical center to another and in the collection, 
aggregation, and use of surveillance data; (b) lack of desig-
nated staff healthcare epidemiologists to proactively aggre-
gate, manage, and analyze surveillance data, and apply the 
results effectively; (c) failure of healthcare facilities to use 
effective control measures or inconsistent implementa-
tion of such measures (e.g., surveillance cultures not being 
performed as recommended); (d) lack of commitment and 
prescience among healthcare providers and administrative 
personnel alike in appreciating the fact that the initial out-
lay of fi nancial resources that is necessary for employing 
healthcare epidemiologists and infection preventionists 
and executing surveillance activities and preventive meas-
ures could actually result in improved patient outcomes 
and substantial savings.

In conclusion, epidemiologic methods can enhance 
and strengthen evidence-based infection prevention and 
control through the design and conduct of studies to 
ascertain risk factors for infection and disease, establish 
the appropriateness of laboratory testing (e.g., the clinical 
signifi cance of positive blood cultures), or determine best 
outcome correlates. In addition, familiarity with infectious 
diseases epidemiology enables characterization of commu-
nity or healthcare-associated infections, the pathogens that 
cause these infections and their respective  antimicrobial 
susceptibility profi les, and risk factors that cause (or are 
associated with) infection. Such data allow cost-effective 
patient care in hospitals with adequate resources, and 
enable development of logical, evidence-based preventive 
policies that could be applied to hospitals without sophis-
ticated epidemiologic or laboratory support. Finally, the 
integration of epidemiologic and microbiologic principles 
is necessary for the development of robust surveillance 
systems for tracking emerging infections and antimicrobial 
resistance, for the effective conduct of infection control 
activities and outbreak investigations, and for informed 
clinical and public health decision making, research, and 
management practices.
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Modern Quantitative Epidemiology 
in the Healthcare Setting
Jerome I. Tokars1

I often say that when you can measure what you are 
speaking about, and express it in numbers, you know 
something about it; but when you cannot express it in 
numbers, your knowledge is of a meager and 
 unsatisfactory kind; it may be the beginning of 
knowledge, but you have scarcely, in your thoughts, 
advanced to the stage of Science, whatever 
the matter may be. Lord Kelvin

The job of the hospital epidemiologist is an intensely 
political one, into which we can occasionally interject 
some science. Jonathan Freeman

This chapter is about quantitative epidemiology, a term 
without a formal defi nition. However, epidemiology can be 
defi ned as “the study of the distribution and determinants 
of health-related states or events in specifi ed populations, 
and the application of this study to control of health prob-
lems” (1). “Distribution” refers to rates of disease overall 
and in various subgroups; for example, what percent of 
patients having cardiac surgery develop a surgical site 
infection? Assembling such rates requires an important 
series of steps, including determining which diseases are 
important, how they should be defi ned, and by what practi-
cal means they can be measured. “Study of … determinants 
of health-related states,” or risk factors for disease, is the 
part of the defi nition closest to quantitative epidemiology. 
For example, what determines whether one patient gets a 
surgical site infection while another does not, or why the 
infection rate is higher at one hospital than at another? 
“Application of this study to control of health problems” 
is the all-important fi nal step, requiring wisdom, judgment, 
and political savvy. Given the diffi culty of this fi nal step, we 
should at least be sure that we have done the best possible 
job at quantitative epidemiology, that is, of analyzing and 
presenting the data needed for decision making.

In one sense, epidemiology is merely “quantifi ed com-
mon sense.” For example, the simple observation that “our 
infection rate is higher than theirs because our patients 

are sicker than theirs” describes what epidemiologists call 
confounding. Confounding bedevils a variety of activities 
in healthcare epidemiology, including the comparisons of 
disease rates among hospitals that underlie interhospital 
comparisons (benchmarking) and quality assurance pro-
grams. Simply comparing crude infection or death rates 
among hospitals, without accounting for factors such as 
severity of illness, leads to obviously incorrect conclu-
sions. While the concept of confounding may be intui-
tive, there is considerable complexity in application of 
the methods of quantitative epidemiology to deal with 
 confounding.

It is diffi cult to determine the boundary between quan-
titative epidemiology and a related discipline, statistics. 
Many healthcare epidemiologists have taken introductory 
statistics courses, but such entry-level courses are becom-
ing less and less adequate with each passing year. A study 
of articles in a prominent medical journal showed substan-
tial increases in the use of advanced methods such as mul-
tiple regression (from 5% of articles in 1978–1979 to 51% 
of articles in 2004–2005), survival methods (from 11% to 
61%), and power analyses (from 3% to 39%) (2). In 2004 to 
2005, 79% of the articles used methods beyond the scope 
of introductory statistics courses. Greater knowledge of 
quantitative epidemiology/statistics is needed both to 
interpret the infection control literature and to practice 
healthcare epidemiology.

HISTORY OF EPIDEMIOLOGY

A famous early example of applied epidemiology is the 
work of Dr. John Snow, a physician in London during the 
cholera epidemic of 1855 (3). At that time, the germ the-
ory of disease had not been accepted and the pathogen 
causing cholera, Vibrio cholerae, was unknown. Whereas 
the prevailing view during this period was that disease 
was caused by a miasm or cloud, Snow inferred from epi-
demiologic evidence that cholera was a water-borne ill-
ness. He constructed a spot map of cholera cases and 
noted a cluster of cases near a water pump on London’s 
Broad Street, the so-called Broad Street pump. This early 
use of a spot map to fi nd the putative cause of an out-
break is an example of descriptive epidemiology. He also 

1The fi ndings and conclusions in this report are those of the author 
and do not necessarily represent the offi cial position of the Cent-
ers for Disease Control and Prevention.
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performed several analytic studies, noting that the rate 
of cholera was higher for people who obtained water 
from more polluted areas of the Thames. His well-known 
intervention was to remove the handle from the Broad 
Street pump, thereby preventing the use of this contami-
nated water, after which cases of cholera in the vicinity 
were said to have decreased. This example illustrates 
that epidemiologists can defi ne the mechanism of dis-
ease spread and institute control  measures before the 
agent causing disease is discovered. More recent exam-
ples of this power of epidemiology include Legionnaires’ 
disease and human immunodefi ciency virus disease; for 
both diseases, the mechanism of spread and means of 
prevention were inferred by epidemiologists before the 
microbe was discovered in the laboratory.

DESCRIPTIVE VERSUS ANALYTIC 
EPIDEMIOLOGY

In descriptive epidemiology, we describe characteristics of 
the cases and generate hypotheses. The line list of cases, 
case series, epidemic curves, and spot maps are examples. 
In analytic epidemiology, we use comparison groups, cal-
culate statistics, and test hypotheses. Many outbreaks and 
other problems in healthcare epidemiology can be solved by 
thoughtful examination of descriptive data without the use 
of analytic epidemiology. However, the increasingly com-
plex nature of healthcare and associated illness demands 
that we have a fi rm grounding in analytic or quantitative 
epidemiology, which is the main focus of this chapter.

MEASURES OF FREQUENCY

Proportions (synonyms are probability, risk, and percentage) 
are the simplest way to represent how often something 
occurs. A proportion is the ratio of a part to the whole; that 
is, the numerator of the ratio is included in the denomina-
tor. The proportion with disease is the number of people 
who get the disease divided by the total number at risk for 
the disease; that is, proportion ill = number ill/(number ill + 
number well). The probability of pulling an ace from a deck 
of cards is 4/52 = 7.7%. Proportions can be represented by 
a fraction (e.g., 0.077) or a percentage (e.g., 7.7%) and can 
range from 0 to 1.0 or from 0% to 100%. Proportions cannot 
be >1.0 or 100% since, using proportions, each entry in the 
denominator can have at most one entry in the numera-
tor. A proportion is unitless, because the numerator and 
denominator have the same units. The proportion is the 
measure of frequency used in cohort studies and to calcu-
late the relative risk.

Odds represent the ratio of a part to the remainder 
or the probability that an event will occur divided by the 
probability that it will not occur. Unlike in proportions, 
the numerator of the ratio is not included in the denomi-
nator. The odds of a disease occurring equal the number 
of people with the disease divided by the number without 
the disease; that is, odds of illness = number ill/number 
well. The odds of pulling an ace from a deck of cards are 

4/48 = 8.3%. Note that the odds of illness are always 
higher than a corresponding proportion ill, because the 
 denominator is smaller for odds. Odds are unitless and 
have bounds of zero to  infi nity. Odds are used in case–con-
trol studies and to  calculate the odds ratio.

A rate, in contrast to proportions and odds, has 
 different units of measure in the numerator and denomi-
nator, as in 55 miles/hour or 20 healthcare-associated 
infections/1,000 observed patient-days. A rate can have 
any value from zero to infi nity. Rates are used in incidence 
density analyses.

Common Usage
The proportion ill, especially in outbreaks, is often called 
an “attack rate,” although strictly speaking it is a misno-
mer to refer to a proportion as a rate. This chapter follows 
common usage in using the following terms interchange-
ably with proportion ill: percent ill, attack rate, and rate of 
illness.

Cumulative Incidence Versus Incidence Density
In a cumulative incidence study, time at risk is not 
taken into account; the denominator is the total num-
ber of  persons at risk, and the proportion with disease 
(or proportion with potential risk factors for disease) 
is calculated. The cohort and case–control studies pre-
sented in the following section are examples of cumula-
tive incidence. In an incidence density study, time at risk 
is accounted for; the denominator is person-time at risk 
and a rate of illness (e.g., infections per 1,000 patient-
days) is calculated. This type of study is considered later 
in this chapter.

BASIC STUDY DESIGN

There are three types of analytic study: cohort, case– 
control, and cross-sectional. The goal of analytic epide-
miologic studies is to discover a statistical association 
between cases of disease and possible causes of disease, 
called exposures. A fi rst step in any such study is the care-
ful defi nition of terms used, especially defi ning what clini-
cal and laboratory characteristics are required to indicate 
a case of disease.

The Cohort Study and Relative Risk
Prospective Cohort Study There are several subtypes 
of cohort study, but all have certain common features 
and are analyzed the same way. In the prospective cohort 
study, we identify a group of subjects (e.g., persons or 
patients) who do not have the disease of interest. Then, we 
determine which subjects have some potential risk factor 
(exposure) for disease. We follow the subjects forward in 
time to see which subjects develop disease. The purpose 
is to determine whether disease is more common in those 
with the exposure (“exposed”) than in those without the 
exposure (“nonexposed”). Those who develop disease are 
called “cases,” and those who do not develop disease are 
“noncases” or “controls.”
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A classic example of a prospective cohort study is 
the Framingham study of cardiovascular disease, which 
began in 1948 (3). Framingham is a city about 20 miles 
from Boston with a population of about 300,000, which 
was considered to be representative of the US popula-
tion. A random sample of 5,127 men and women, age 
30 to 60 years and without evidence of cardiovascular 
disease, was enrolled in 1948. At each subject’s enroll-
ment, researchers recorded gender and the presence or 
absence of many exposures, including smoking, obesity, 
high blood  pressure, high  cholesterol, low level of physi-
cal activity, and family  history of  cardiovascular disease. 
This cohort was then followed forward in time by exam-
ining the subjects every 2 years and daily checking of 
the only local hospital for admissions for cardiovascular 
disease.

Note several features of this study. The study was truly 
prospective in that it was started before the subjects devel-
oped disease. Subjects were followed over many years and 
monitored to determine if disease occurred, that is, if they 
became “cases.” This is an incidence study, in which only 
new cases of disease were counted (because persons with 
cardiovascular disease in 1948 were not eligible for enroll-
ment). In an incidence study, it is necessary to specify the 
study period, that is, how long the subjects were allowed to 
be at risk before we looked to see whether they had devel-
oped disease.

The Framingham study allowed investigators to 
determine risk factors for a number of cardiovascular 
disease outcomes, such as anginal chest pain, myocar-
dial infarction (heart attack), death due to myocardial 
infarction, and stroke. One fi nding of this study was that 
smokers had a higher rate of myocardial infarction than 
nonsmokers. An advantage of this study design is that 
it is very fl exible, in that the effect of many different 
 exposures on many different outcome variables can be 
determined. The disadvantages are the time, effort, and 
cost required.

Relative Risk Performing hospital surveillance for sur-
gical site infections (SSIs) is an example of a prospective 
cohort study. Assume that during one year at hospital X, 
100 patients had a certain operative procedure. Of these, 40 
were wound class 2 to 3 and 60 were class 0 to 1. Note that 
wound class was determined before it was known which 
patients were going to develop SSI; this makes it a prospec-
tive cohort study. A subgroup or sample of patients was 
not selected; that is, the entire group was studied. When 
the patients were followed forward in time, the following 
was found: of 40 patients with class 2 to 3 procedures, 10 
developed SSI; of 60 patients with class 0 to 1 procedures, 
3 developed SSI.

Cohort study data are commonly presented in a 2 × 2 
table format. The general form of the 2 × 2 table is shown in 
Table 2-1, and the 2 × 2 table for this SSI example is shown 
below. Notice that the columns denote whether disease 
(SSI) was present and the rows whether exposure (wound 
class 2–3) was present. In this example, exposed means 
being class 2 to 3 and nonexposed means being class 0 to 
1. In the 2 × 2 table below, the total number of cases is 13, 
total noncases is 87, total exposed is 40, total nonexposed 
is 60, and total patients is 100.

Disease: Surgical Site Infection

Yes No

Exposure Class 2–3 10 30 40

Class 0–1 3 57 60

13 87 100

In the exposed group, the proportion ill = 10/40 = 0.25 or 
25%. In the nonexposed group, the proportion ill = 3/60 = 0.05 
or 5%. We compare the frequency of disease in the exposed 
versus nonexposed groups by calculating the relative risk 
(often called risk ratio). The relative risk of 5.0 means that 
patients in wound class 2 to 3 were fi ve times more likely to 
develop SSI than were patients in wound class 0 to 1.

=

−
=

−
+

= = =
+

% ill exposed
Relative risk

% ill nonexposed
% ill class 2 3
% ill class 0 1

/ ( ) 25
5.0

/ ( ) 5
a a b
c c d

Retrospective Cohort Study A retrospective cohort 
study is started after disease has developed. A study period 

T A B L E  2 - 1

The 2 × 2 Table and Associated Formulas
Exposure Disease

Yes No

Yes a b a + b = h1

No c d c + d = h2

a + c = v1 b + d = v2
N

Exposed cases = a
Exposed noncases = b
Nonexposed cases = c
Nonexposed noncases = d
Total cases = a + c = v1

Total noncases = b + d = v2

Total exposed = a + b = h1

Total nonexposed = c + d = h2

Total subjects = a + b + c + d = n
% / ( + )

= =
% / ( + )

ill exposed
Relative risk

ill nonexposed

a a b

c c d
 

=Odds ratio
ad

bc

Expected values (where “ea” denotes “the expected value of 
cell a”)
 ea = h1v1/n
 eb = h1v2/n
 ec = h2v1/n
 ed = h2v2/n

2 2 2 2( − ) ( − ) ( − ) ( − )
+ + +

ea eb ec ed
chi - square

ea eb ec ed

a b c d
= 

Alternate “calculator” formula: chi-square = (ad − bc)2(n − 1)/(a + b)
(c + d)(a + c)(b + d)
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(start date and stop date) is decided upon. Using patient 
records, we look back in time to identify a group (cohort) 
of subjects that did not have the disease at the start time. 
We then use patient records to determine whether each 
cohort member had a certain exposure. Again using patient 
records, we determine which cohort members developed 
disease during the study period. Finally, we calculate the 
percent with disease in those with the exposure and those 
without the exposure and compare the two.

The following is an example of a retrospective cohort 
study based on the SSI example above. Hospital X noted 
that the overall SSI rate of 13% was higher than in previ-
ous years. We want to determine whether a new surgeon 
(surgeon A) was responsible for the increase. The prospec-
tive surveillance system did not routinely record the sur-
geon performing each procedure, so we pull the records 
from each procedure and record whether or not surgeon 
A was involved. We fi nd that surgeon A operated on 20 
patients,3 of whom later developed SSI. Among the 80 other 
patients, 10 developed SSI. The percent ill in the exposed 
group  (surgeon A) = 3/20 = 15%. The percent ill for other 
surgeons  (nonexposed) = 10/80 = 12.5%. The  relative risk 
= 15%/12.5% = 1.2.

The interpretation is that patients operated on by sur-
geon A were 1.2 times (or 20%) more likely to develop dis-
ease than patients operated on by other surgeons. Factors 
to consider in deciding whether surgeon A is truly a cause of 
the problem are presented below (see Interpretation of Data, 
Including Statistical Signifi cance and Causal  Inference).

To review, this was a retrospective cohort study, 
since data on the exposure were collected from patient 
records after we knew which patients had developed SSI. 
The  retrospective nature of data collection is sometimes 
irrelevant and sometimes a problem. For certain types of 
data, such as length of hospital stay or death, retrospec-
tive data collection will be as good as prospective. How-
ever, determining other factors, such as which ancillary 
personnel treated a given patient, may be diffi cult to do 
after the fact, and  retrospective studies using such data 
may be less valid.

Observational Versus Experimental Studies Epidemi-
ologic studies are generally observational; that is, the inves-
tigator collects data but does not intervene in patient care. 
Patients, physicians, nurses, and random processes all play 
a part in determining exposures in the hospital. The goal of 
observational studies is to simulate the results of an experi-
mental study (see Quasi-Experimental Studies)

In an experimental study, a group (cohort) of subjects 
is identifi ed and the investigator assigns some of them to 
receive treatment A (exposed) and the remainder to receive 
an alternate treatment B (nonexposed). The patients are 
followed forward in time, the cases of disease are recorded, 
and the rates of illness and relative risk are calculated as 
usual. The experimental study is a special type of a pro-
spective cohort study where the two exposure groups are 
assigned by the investigator.

Cohort Studies With Subjects Selected Based on 
Exposure In this type of cohort study, subjects are 
selected based on exposure. We select two subgroups: one 

that is exposed and one that is nonexposed. Both groups 
are followed forward in time to see how many develop 
 disease. Consider the SSI example and surgeon A above. We 
study all 20 patients operated on by surgeon A (exposed); 
of the 80 patients operated on by other surgeons, we ran-
domly select 40 (nonexposed). Thus, only 60 patients of 
the original group of 100 are included in this study.

Note that this is a type of cohort study, not a case–control 
study. In a case–control study, the subjects are chosen based 
on whether or not they have disease. In this study, subjects 
were chosen based on whether or not they had exposure.

The disadvantage of this type of cohort study, where 
the subjects are selected based on exposure, is that only 
one exposure (i.e., the exposure that you selected  subjects 
on) can be studied. However, this type of study is very 
useful for studying an uncommon exposure. In the SSI 
 surveillance example used above, consider the situation if 
there had been 500 surgical procedures, and surgeon A had 
performed only 20 of them. If you performed a cohort study 
of the entire group, you would have to review 500 charts, 
which would waste time and effort. Instead, you could per-
form a cohort study of the 20 procedures performed by sur-
geon A (exposed), and 40 randomly selected procedures 
performed by other surgeons (nonexposed). The second 
alternative would be much more effi cient.

Cohort Studies—Summary Cohort studies can be 
 prospective or retrospective, observational or experimen-
tal. They usually include a whole group of subjects, but 
studying two subgroups selected based on exposure is also 
possible. The 2 × 2 table layout and calculations are the 
same for all types of cohort studies. All have in common 
that subjects are chosen without regard to whether they 
develop disease.

The Case–Control Study and Odds Ratio
In a case–control study, we choose subjects for study based 
on whether they have disease. Since we have to know 
which subjects developed disease before we select them, 
case–control studies are always retrospective. We usually 
study those with disease (cases) and choose a sample of 
those without disease (controls). We usually study one 
to four controls per case. The more controls, the greater 
the chance of fi nding statistically signifi cant results. How-
ever, there is little additional benefi t from studying more 
than four controls per case. Controls are usually randomly 
selected from subjects present during the study period 
who did not have disease.

Example: Case–Control Study of Surgical Site 
Infections This is the same example presented in the 
section on cohort study and relative risk. At hospital X, 
100 patients had a certain operative procedure, 40 class 
2 to 3 (exposed) and 60 class 0 to 1 (nonexposed), and 
13 developed SSI. To perform a case–control study, we 
select the 13 patients with SSI (cases) and also study 26 
patients who had surgical procedures but did not have SSI 
(controls). We studied two controls per case, but could 
have studied fewer or more controls. The controls were 
randomly chosen from all patients who had the surgical 
procedure under study but did not develop SSI. From their 
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medical records, we fi nd which of the subjects had class 
2 to 3 procedures and which had class 0 to 1 procedures. 
Our data showed that, of 13 cases, 10 had class 2 to 3 
procedures. Of 26 noncases, 9 had class 2 to 3 procedures. 
The 2 × 2 table for this example is as follows:

Disease: Surgical Site Infection 

Yes No

Exposure Class 2–3 10 9

Class 0–1 3 15

13 26 39

In a case–control study, we cannot determine the per-
cent ill in the exposed or nonexposed groups, or the rela-
tive risk. In this example, note that the percent ill among 
class 2 to 3 is NOT = 10/(10 + 9) = 52.6%. However, we can 
validly calculate the percent of cases that were exposed, 
10/13 = 76.9%, and the percent of noncases that were exposed, 
9/26 = 34.6%. Note that the cases were much more likely 
to have the exposure than were the controls. Most impor-
tantly, we can calculate the odds ratio (also called the rela-
tive odds; Table 2-1) as follows:

×
= = = =

×
10 15 150

Odds ratio 5.6
9 3 27

ad
bc

We can interpret the odds ratio as an estimate of the rel-
ative risk. Using the case–control method, we estimated that 
patients in class 2 to 3 were 5.6 times more likely to develop 
SSI than were patients in class 0 to 1. Note that the odds 
ratio is similar to, but slightly higher than, the relative risk 
(5.0) we calculated previously. If the frequency of  disease 
is not too high, that is, is less than approximately 10%, the 
odds ratio is a good approximation of the relative risk.

The meanings of the letters (i.e., a, b, c, and d) used to 
represent the 2 × 2 table cells are different in cohort versus 
case–control studies (Table 2-1). For example, in a cohort 
study, a denotes the number of cases of disease among 
exposed persons; in a case–control study, a denotes the 
number exposed among a group of cases. Although this 
distinction may not be clear to the novice, it will suffi ce to 
keep in mind that in a case–control study, it is not valid to 
calculate percent ill or relative risk, but it is valid to calcu-
late an odds ratio.

A more in-depth explanation of the odds ratio is as 
follows. In a case–control study, we actually measure the 
odds of exposure among those with disease and the odds 
of exposure among those without disease. The ratio of 
these two odds is the exposure odds ratio; if equal to 2.0, 
this would be interpreted as “the odds of exposure are 
twice as high in those with disease versus those without 
disease.” However, the exposure odds ratio is not a very 
useful quantity. Fortunately, it can be proven mathemati-
cally that the exposure odds ratio equals the disease odds 
ratio. Therefore, using our example of 2.0, we can say that 
the odds of disease are twice as high in those exposed 
versus those not exposed, which is closer to being use-
ful. Finally, we use the odds ratio as an approximation of 
the relative risk (where the frequency of disease is not too 
high) and say simply that those with exposure are twice as 
likely to get disease.

Selection of Controls Selection of controls is the critical 
design issue for a case–control study. Controls should rep-
resent the source population from which the cases came; 
represent persons who, if they had developed disease, 
would have been a case in the study; and be selected inde-
pendently of exposure (4). It is always appropriate to seek 
advice when selecting controls, and may be worthwhile to 
select two control groups to compare the results obtained 
with each.

An example of incorrect selection of controls is pro-
vided by a case–control study of coffee and pancreatic can-
cer (3,5). The cases were patients with pancreatic cancer, 
and controls were selected from other inpatients admitted 
by the cases’ physicians but without pancreatic cancer. 
The fi nding was that cases were more likely to have had 
the exposure (coffee drinking) than the controls, which 
translated into a signifi cant association between coffee 
drinking and pancreatic cancer. The problem was that the 
controls were not selected from the source population of 
the cases (cases did not arise from hospital inpatients) 
and thus were not representative of noncases. The physi-
cians admitting patients with cancer of the pancreas were 
likely to admit other patients with gastrointestinal illness; 
these control patients were less likely to be coffee drink-
ers than the general population, possibly because they had 
diseases that prompted them to avoid coffee. A better con-
trol group might have been healthy persons of similar age 
group to the cases.

More contemporary examples of problematic control 
selection are studies of the association between vanco-
mycin receipt and vancomycin resistance (6). Cases are 
often hospitalized patients who are culture positive for 
vancomycin-resistant enterococci. Controls have often 
been selected from patients who were culture positive 
for vancomycin-sensitive enterococci. Using this control 
group, case-patients will be more likely to have received 
 vancomycin than the controls, resulting in a signifi cant 
association and elevated odds ratio. The problem is that 
controls were not representative of the source population 
and were less likely to have received vancomycin than 
other patients, since vancomycin would have suppressed 
or eliminated vancomycin-sensitive microorganisms. 
 Better control groups would be hospital patients similar in 
age and severity of illness to the cases.

A potential problem is that hospital patients without 
a positive culture may include some patients who had the 
microorganism but were not cultured. Inclusion of these 
patients as controls would bias the odds ratio to 1.0 (null 
result). An alternative method is to limit controls to those 
with at least one clinical culture performed. However, 
this may not be preferable since it results in selection of 
sicker controls (“severity of illness bias”) and also biases 
the odds ratio toward 1.0 (7). Another way to look at this 
issue of potential “contamination” of the control group 
with unrecognized cases is as follows: in a study design 
called the case-cohort study, cases are compared with sub-
jects chosen from all patients (i.e., from both cases and 
noncases); then, the ad/bc statistic equals the relative risk 
rather than the odds ratio; therefore, inadvertent inclusion 
of noncases in the control group when performing a case–
control study may “bias” the odds ratio toward the relative 
risk and thus be advantageous.
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Comparison of Cohort Versus Case–Control 
Studies
Cohort studies may be prospective or retrospective, but 
case–control studies are always retrospective. A major 
advantage of cohort studies is that we can calculate the 
percent ill and the relative risk. Cohort studies are less 
subject to bias than case–control studies. The potential 
disadvantages of cohort studies are that they are more 
time-consuming and expensive and may require study of 
a large group to collect information on a small number 
of cases.

Prospective cohort studies are the premier type of 
observational study. They provide the strongest evidence; 
are less subject to bias in collecting exposure data, since 
exposure is recorded before the subjects develop disease; 
and are fl exible in that it is possible to study many expo-
sures and diseases. The disadvantage is that it may be 
necessary to follow subjects over a long period of time to 
determine whether they develop disease.

The advantages of the case–control study are that 
we can determine risk factors while studying a relatively 
small group of patients; we can study as many risk factors 
as desired; and case–control studies are usually quicker, 
easier, and cheaper than cohort studies. The disadvan-
tages are that the percent ill and relative risk are not deter-
mined; only one disease can be studied at a time; and the 
selection of controls can be subtle and introduces the 
chance of error. Deciding which is the most appropriate 
control group for a particular study is a matter of opin-
ion about which even well-trained epidemiologists may 
 disagree.

Cross-Sectional or Prevalence Study
A third type of study (besides cohort and case–control) 
includes only subjects who are present in a locality at one 
point in time. Exposure and disease are ascertained at 
the same time. Depending on the way the subjects were 
selected, a cross-sectional study may be analyzed as a 
cohort study or a case–control study.

A cross-sectional study is clearly not an incidence 
study, which would include as cases only those free of dis-
ease at the start of the study and who develop disease dur-
ing the study period. However, if an entire group present 
at one point in time is studied, the results can be analyzed 
in a 2 × 2 table similar to that used for cohort studies. The 
formula used to calculate a relative risk in a cohort study 
would yield a prevalence ratio in a cross-sectional study. 
If the group present at one point in time is sampled as in a 
case–control study (i.e., the cases and a random selection 
of noncases are studied), then the odds ratio formula could 
be used to calculate a prevalence odds ratio.

Incidence Versus Prevalence
Incidence includes only new cases of disease with onset 
during a study period; the denominator is the number of 
subjects without disease at the beginning of the study 
period. Incidence measures the rate at which people with-
out the disease develop the disease during a specifi ed 
period of time; it is used to study disease etiology (risk).

Prevalence includes both new and old cases that are 
present at one time and place, measuring the proportion of 

people who are ill. The commonest measure of prevalence 
is point prevalence, which is the proportion of individuals 
who are ill at one point in time. Point prevalence is a unit-
less proportion. A different measure of prevalence, period 
prevalence, is the proportion of persons present during 
a time period with disease. Period prevalence has been 
criticized as an undefi ned mixture of both prevalent and 
incident cases without quantitative use, but is occasion-
ally seen.

Prevalence studies are the ideal way to measure dis-
ease burden and plan for needed resources. For example, 
if we wanted to know how many isolation rooms would 
be needed for patients with resistant microorganisms, we 
would want to know average prevalence, that is, the total 
number of patients with recognized drug-resistant micro-
organisms of either new or old onset in the hospital at any 
given time.

Prevalence can also be used as a simple, quick, and 
dirty way to measure disease frequency and risk factors, 
but such estimates may be biased by length of stay. It is 
often said that prevalence equals incidence times duration. 
That is, prevalence is higher if either incidence is higher 
or if the duration of the illness is longer. In hospital stud-
ies, prevalence is greatly infl uenced by length of stay and 
mortality. For example, assuming that ascertainment of 
vancomycin-resistant enterococci is stable, the prevalence 
of vancomycin-resistant enterococci in a hospital may 
decrease because of an effective prevention program, or 
because patients with this microorganism are being dis-
charged sooner or dying more commonly than had been 
the case previously.

Point prevalence and incidence density are mathemati-
cally linked; in a steady-state or dynamic population, one 
can be derived from the other. Prevalence can be derived 
from incidence density and distributions of durations of 
disease, and incidence density may be derived from prev-
alence and distributions of durations to date of disease 
(8–11).

INTERPRETATION OF DATA, INCLUDING 
STATISTICAL SIGNIFICANCE AND 
CAUSAL INFERENCE

Measures of Size of Effect 
and their Interpretation
The relative risk and the odds ratio measure the size of 
effect, that is, the magnitude of the association between 
an exposure and a disease. A relative risk of 1.3 shows a 
modest association, whereas a value of 20 shows a large 
association. In general, odds ratios are interpreted in the 
same manner as relative risks.

Because the relative risk = percent ill exposed/percent 
ill nonexposed, the relative risk can fall into three catego-
ries. First, if the two percents are approximately equal, the 
relative risk is approximately 1.0; this is a null result show-
ing no association between exposure and disease. Second, 
if the percent ill is higher in the exposed group, the relative 
risk is >1.0; exposure is apparently associated with disease, 
is a risk factor for disease, and may be a cause of disease. 
Third, if the percent ill is higher in those without  exposure, 
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hospitals should not consider statistical p values to be of 
primary interest. Biologic importance and size of effect are 
much more compelling than p values in the face of an ongo-
ing problem in a hospital.

In biostatistical terms, signifi cance testing can be 
viewed as follows. We assume the null hypothesis that 
there is no true difference in rate of illness between the 
exposed and nonexposed groups. We then compute the 
p value, that is, probability of the results (or results more 
extreme) under the null hypothesis. If the p value is low, 
then apparently the null hypothesis was wrong, and we 
reject the null hypothesis and embrace the alternative 
hypothesis, namely, that there is a true difference between 
exposed and nonexposed (see Chapter 3).

Type I Versus Type II Error The p value required for sta-
tistical signifi cance is commonly called the chance of type I 
error. This means that if we conclude that hospital A has a 
high (or low) rate of illness based on a p value of .05, there 
is a 5% chance that we are drawing this conclusion in error. 
The type I error then indicates the chance of concluding 
that a difference in rates exists when in fact there is no 
true difference. Type II error measures the opposite prob-
lem—that there really is a difference between the two rates 
but we erroneously conclude that they are the same. The 
power of a study (discussed below) = 1—the probability of 
type II error.

Methods of Calculating p Values P values for 2 × 2 
tables may be calculated by the chi-square or Fisher exact 
methods. The chi-square p value is valid when an expected 
value (Table 2-1) is not <5; if an expected value is <5, the 
Fisher exact results should be used. Computer packages 
commonly calculate expected values and print out a sug-
gestion to use the Fisher exact p value if appropriate. In 
addition to a simple or uncorrected chi-square value, 
computer packages may compute a continuity corrected 
(or Yates corrected) value. The formula for continuity cor-
rection involves subtracting 0.5 from each cell in the 2 × 2 
table. There are usually not great differences among these 
chi-square values, and many authorities suggest using the 
simple or uncorrected value.

The calculation of chi-square value does not differ 
depending on whether data are from a cohort, case–con-
trol, or cross-sectional study. However, the computation 
of chi-square value is different for incidence density data. 
Calculation of chi-square value is shown in Table 2-1 and 
Question 3 in Appendix 1 at the end of this chapter. Later 
in this chapter we suggest some shareware programs that 
perform these calculations. When one has the value for 
 chi-square, one can determine the p value by looking it up 
in a table or by using a statistical program. In Excel, the 
CHIDIST function calculates the p value for a given chi-
square value and number of degrees of freedom.

P values may be one-tailed or two-tailed. Two-tailed p 
values are usually twice as great as one-tailed values. A 
two-tailed p value assumes that the rate in the exposed 
group could have been either higher or lower than in 
the unexposed group due to chance alone. A one-tailed 
value recognizes only one of these two possibilities. For 
example, suppose that a study showed rates of illness sig-
nifi cantly lower among those exposed to a putative toxin 

the relative risk is <1.0; exposure is again apparently 
 associated with disease, but in this instance the exposure 
prevents disease. An example of a preventive exposure is 
vaccine use; persons who are “exposed” to the vaccine 
have a lower rate of disease than those not exposed, lead-
ing to a relative risk <1.0. Interpretation of odds ratios as 
equal to, greater than, or less than 1.0 is similar. To intel-
ligently interpret relative risks and odds ratios, we must in 
addition understand statistical signifi cance and the distinc-
tion between association and causation (presented below).

Relative risks can be interpreted as a percent increase 
or decrease. For example, a relative risk of 1.5 could be 
interpreted in two ways: disease is 1.5 times more likely in 
exposed than in nonexposed, or disease is 50% more likely 
in exposed than in nonexposed. Similarly, a protective rela-
tive risk of 0.6 could be interpreted in two ways: illness was 
0.6 times as likely in exposed than in nonexposed, or illness 
was 40% less likely in the exposed group.

Statistical Signifi cance and p Values
For a given group and time period, an association between 
exposure and disease might occur due to chance alone. For 
example, suppose that over many years the rate of SSI at 
hospital A is the same as that of other hospitals. However, 
during a given quarter, the rate at hospital A may be higher 
or lower than average by chance alone. To tell us the prob-
ability that the SSI rate at hospital A differed from the rate 
at other hospitals due to chance alone, we commonly use 
two measures of statistical signifi cance, the p value and the 
confi dence interval.

The p value measures the probability that a given 
result, or one more extreme, could have happened by 
chance alone if there was no association between  exposure 
and diseases. Because computer packages calculate 
p  values automatically, it is more important to know how 
to interpret than to calculate them. P values range from 
>0 to 1.0. By convention, a p value ≤.05 indicates statisti-
cal signifi cance. This means that there is a ≤5% or ≤1/20 
chance that the result we found (or one more extreme) 
could have occurred by chance alone; exposure is associ-
ated with  disease. Another way of stating this is that we are 
95%  certain that this observed difference did not arise by 
chance alone. If the p value is >.05, the result is not consid-
ered statistically signifi cant and could well have happened 
by chance alone; we do not have evidence that exposure is 
associated with disease.

The .05 cutoff was not chosen for any particular rea-
son but now is very commonly used. There is not a mean-
ingful difference between p values of .04 and .06; although 
the latter would not usually be considered statistically 
signifi cant, in fact there is only a 6% chance that such a 
result could have occurred by chance alone. The adoption 
of the arbitrary .05 standard has its unfortunate aspects 
and is subject to interpretation after considering all of the 
sources of bias described below. Some published manu-
scripts describe interesting or important studies where the 
p value did not reach .05, thus allowing readers to make 
their own determinations of biologic importance.

Small epidemics, or epidemics that are stopped before 
there are suffi cient cases to demonstrate statistical signifi -
cance at the .05 level, may be biologically very important, 
so epidemiologists who work with observational data in 
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criteria have changed somewhat over time, but here is a 
version appropriate for healthcare epidemiology:

1.  Size of effect can be estimated by the relative risk. Large 
effects are more likely to be causal than small effects. 
The magnitude of a credible relative risk must depend 
on the magnitude of the potential sources of bias. Gen-
erally, a relative risk >2.0 or <0.5 in a well-done study is 
diffi cult to ignore.

2.  Strength of association can be measured by the p value. 
A relatively weak association can more easily be the 
result of random or systematic error. A p value near 
.05 would be considered a weak association. The same 
information is better presented by the statement that a 
relative risk 95% confi dence bound near 1.0 would be 
evidence of a weak association.

3.  Consistency: A particular effect should be reproducible 
in different populations and settings.

4.  Temporality: The cause must precede the effect.
5.  Biologic gradient: There should be a dose–response 

effect. More exposure should lead to more outcome.
6.  Plausibility of the biologic model: There should be a 

reasonable biologic model to explain the apparent asso-
ciation. This includes Hill’s criteria of coherence, experi-
mental evidence, and analogy.

ERRORS IN EPIDEMIOLOGIC STUDIES

Epidemiologic studies, even observational studies, involve 
people and are usually expensive. Therefore, the practical 
goal is to design a study that requires the least resources 
yet will provide a good-enough answer to a question. Since 
the perfect epidemiologic study will never be done, every 
epidemiologist has to be an expert on sources of error in 
measurement. For every question or every study, one must 
review the potential sources of error, estimate their likely 
direction and magnitude, and then decide what overall effect 
these distortions might have on the result of the study.

It is worthwhile to distinguish random variation, ran-
dom error, and systematic error. Random variation is the 
statistical phenomenon of variability due to chance alone, 
and is sometimes called background or noise. If we were 
measuring SSIs, the true underlying SSI rate would vary 
each month according to many factors, including the mix 
of surgeons and patients involved; assuming hypotheti-
cally that these factors could be held stable, the SSI rate 
would still vary each month because of chance alone 
(i.e., random variation). On the other hand, random and 
systematic errors are produced by inaccuracies in fi nding 
or recording data. Random error would occur if we incor-
rectly measure the SSI rate to be higher than it actually is 
during some months and lower than it actually is in other 
months; over many months, these random errors in meas-
urement  balance each other and the average value would 
be  correct. Systematic error would occur if we consistently 
measured the SSI rate as higher or lower than the true rate, 
and an average over many months would be wrong; sys-
tematic error is also called bias. We defi ne validity as get-
ting the right answer, or alternately as a lack of bias.

A related concept is precision, which may be function-
ally defi ned as the width of the confi dence interval. A narrow 

than among those not exposed; if the intent had been to 
conclude that the “toxin” might actually be protective, 
we should use a two-tailed test; however, if the intent had 
been to consider such a fi nding to be spurious and prob-
ably due to chance alone and conclude that the toxin has 
no effect, then we should use a one-tailed test. Although 
there is no uniform agreement as to whether one- or two-
tailed results should be used, the majority of authors use 
two-tailed p values. This suggests that, for uniformity and 
ease of comparison among studies, two-tailed p values 
should be the standard.

One-tailed tests are standard for noninferiority  studies, 
which are becoming more common in the literature. An 
example is a trial of whether hepatitis A vaccine is infe-
rior to the standard method, immune globulin, for pos-
texposure prophylaxis (12). Hepatitis rates were 4.4% 
among those vaccinated and 3.3% among those receiving 
immune globulin (relative risk = 1.35, two-tailed confi dence 
interval = 0.7–2.67, one-tailed upper confi dence limit = 
2.40). Since the one-tailed upper confi dence limit did not 
overlap a predetermined relative risk of 3.0, the authors 
concluded that the vaccine was noninferior. If the rate of 
hepatitis A had been lower among those receiving vaccine 
than immune globulin, the authors would have dismissed 
the fi nding and not concluded that the vaccine was better. 
Given this intent, a one-tailed test was appropriate for this 
study, as it is for other noninferiority trials.

Confi dence Intervals
The second way to judge statistical signifi cance is the 
confi dence interval for a relative risk or odds ratio. The 
 confi dence interval combines the concepts of size of 
effect (relative risk) and strength of association (p value). 
A 95% confi dence interval means that, roughly speaking, 
we are 95% sure that the true relative risk lies between 
the upper and lower confi dence interval limits. For exam-
ple, assume that a study showed a relative risk of 5.0 with 
a 95% confi dence interval of 1.47 to 17.05. Our best guess 
is that the relative risk is 5.0, which seems quite high, 
but we are 95% sure that it lies between 1.47 and 17.05. 
This is much more informative than simply reporting the 
probability of our results under the null hypothesis (p 
value). An additional benefi t of the confi dence interval is 
humility; a wide  interval points out the uncertainty in our 
results.

If a 95% confi dence interval does not cross 1.0, the 
result is statistically signifi cant at the .05 level. Remem-
bering the formula for the relative risk, a relative risk >1.0 
with a 95% confi dence interval excluding 1.0 means that 
we are 95% sure that the rate of illness in the exposed 
group is greater than the rate of illness in the nonex-
posed group.

Causal Inference: Association Versus Causation
A statistical association between an exposure and a dis-
ease does not necessarily mean that the exposure caused 
the disease. Sir Bradford Hill fi rst described a set of logical 
criteria by which associations could be judged for potential 
causality. Fulfi llment of Hill’s criteria does not guarantee 
that an association is causal, but failure to meet these cri-
teria generally excludes the possibility of causality. These 
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increases or decreases are evident. Data with higher lev-
els of sensitivity but greater variability are actually less 
reliable in making valid comparisons. Benchmarking 
 comparisons among facilities should be attempted only 
when a  practitioner has some measure of the comparative 
sensitivities of data from different populations.

A Broader View of Bias
Bias can be more generally defi ned as a systematic devia-
tion from the truth: any trend in the collection, analysis, 
interpretation, publication, or review of data that can lead 
to conclusions that are systematically different from the 
truth (13). In the analysis phase of a study, if one has a 
strong preconceived idea of what the answer should be, 
then a biased analysis and interpretation of the data may 
result. If one keeps analyzing and reanalyzing data with a 
view to fi nding something statistically signifi cant to pub-
lish, eventually a satisfactory result will be found. This 
has been expressed as “If you torture data enough, it will 
confess to anything.” Publication bias results when stud-
ies that show a statistically signifi cant difference between 
study groups are published, whereas other studies of the 
same topic that did not show such a difference remain 
unpublished.

Inaccuracy of Hospital Surveillance
Errors in routine hospital surveillance for healthcare-
associated infections could result in either reporting of 
spurious episodes of infection or lack of reporting of true 
infections. In practice, the latter problem is much more 
common. Patients with true healthcare-associated infec-
tions escape detection because (a) not all relevant data are 
present in the medical record or laboratory reports; (b) the 
data collector may overlook relevant data; and (c) the phy-
sician did not order appropriate tests to detect the infec-
tion. Estimates of the loss of sensitivity due to (a) and (b) 
above are shown in Table 2-2. In this table, all sensitivities 
are related to a composite standard, including data from 
multiple independent surveys of the medical record, bed-
side examination, and microbiology laboratory records.

The effect of point (c) above was measured in the Study 
of the Effi cacy of Nosocomial Infection Control (SENIC) 
(14,15). The overall culturing rate, which was the  proportion 
of patients with signs or symptoms of any infection that had 
at least one appropriate culture done, was 32% in 1970 and 
40% in 1975 to 1976 (14). The proportion of febrile patients 
from whom at least one appropriate culture was obtained 
was 28% in 1970 and 45% in 1975 (14). These measures varied 
substantially from 5% to 95% by hospital type and region of 
the country. Patients in academic hospitals in the northeast 
United States had the highest likelihood of being appropri-
ately cultured. It follows that patients in such hospitals were 
more likely to have a healthcare-associated infection docu-
mented. For urinary tract infections, pneumonias, and bacte-
remias, the lack of availability of objective data was a major 
determinant of observed rates of infection (15).

The National Nosocomial Infections Surveillance 
(NNIS) system, now replaced by the National Healthcare 
Safety Network (NHSN), conducted a study of the accu-
racy of reporting healthcare-associated infection rates in 
intensive care unit patients (16). The sensitivity in this 
study was greatly improved over that found in the SENIC 

confi dence interval indicates high precision; that is, we are 
confi dent that the true value is within a narrow range. A con-
fi dence interval is narrower when both random variation and 
random error are low and vice versa. A larger sample size 
leads to a narrower confi dence interval and greater preci-
sion. Precision may also be improved by modifying the study 
design to increase the statistical effi ciency by which informa-
tion is obtained from a given number of study subjects.

Selection Bias or Berkson’s Bias
Selection bias occurs when inappropriate subjects are cho-
sen for a study. An example is a study of mortality rates in 
patients with versus without bacteremia. The problem is 
that blood cultures are selectively obtained from patients 
who appear septic, and thus mildly ill patients who may 
have unrecognized bacteremia are not included as cases. 
Therefore, cases are not representative of all patients with 
bacteremia. Including only the sicker cases leads to an 
overestimate of the mortality associated with bacteremia. 
Other examples of selection bias are given in the section 
on selection of controls for case–control study. Selection 
bias cannot be corrected by data analysis techniques. In 
traditional surveillance, however, where no selection of 
subjects occurs, selection bias is not usually a problem.

Misclassifi cation or Information Bias
After subjects are chosen, errors in classifi cation of 
 exposure or outcome are called misclassifi cation. For exam-
ple, suppose that one is comparing postsurgical infections 
between thoracic and general surgeons. In this hypo-
thetical hospital, the thoracic surgeons do routine urine 
cultures for all patients with urinary catheters, sputum cul-
tures for all intubated patients, and vascular catheter tip 
cultures when catheters are removed. However, the general 
 surgeons obtain cultures only when they feel it is neces-
sary. A comparison of infection rates shows higher infec-
tion rates for the thoracic surgeons when all that has really 
happened is that infection status has been misclassifi ed.

Misclassifi cation may be differential or nondifferential. 
Differential misclassifi cation means that, in a case–control 
study, exposure is incorrectly determined to a differing 
extent among those with versus without disease or, in a 
cohort study, that disease is incorrectly determined to a 
differing extent among those with versus without exposure. 
Differential misclassifi cation may bias the calculated rela-
tive risk away from the null value of 1.0, making the relative 
risk either falsely high (for risk factors with relative risk 
>1.0) or falsely low (for protective factors with relative risk 
<1.0). Conversely, nondifferential misclassifi cation would 
mean that exposure was recorded incorrectly to a similar 
extent for those with and without disease, or disease was 
recorded incorrectly to a similar extent in those with and 
without exposure. This type of misclassifi cation biases the 
relative risk toward the null value of 1.0.

Note that mere low sensitivity does not mean that data 
are not useful. The reliability of data primarily depends 
on how consistent the sensitivity remains in the data col-
lection. National data on sexually transmitted diseases 
and food-borne illnesses such as salmonella gastroenteri-
tis have a consistent sensitivity of around 0.01 or 1%, but 
these data remain useful because the sensitivity has been 
relatively constant at that level over time, so that  secular 
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Sensitivities of Methods of Case-Finding for 
Healthcare-Associated Infections Quantifying 
Only Omissions from Limited Data Sources and 
Errors by Surveyors

Method
Study 
(Reference) Sensitivity

Reference standard: Duplicate surveys + Record review + 
Bedside examination + Laboratory tests

UVA, BCH, 
CDC (23)a

1.00

Single survey: Record review + Bedside examination + 
Laboratory tests

BCH 0.98
Physician self-reports CHIP (23)a 0.14–0.34
Micro laboratory reports CHIP (23)a 0.33–0.65
Micro laboratory reports UK (82) 0.71
Kardex clues (50% sample) UVA (23)a 0.69–0.85
Record review (100% sample) UVA (23)a 0.90
Kardex clues UK (82) 0.49
Ward Ilaison UK (82) 0.58
ICD-9 coded dx BCH (22) 0.02–0.35
ICD-9 coded dx Yale (83) 0.57
SENIC pilot record review CDC (84) 0.66–0.80
SENIC project record review CDC (85) 0.05–0.95
NNIS CDC (16) 0.30–0.85

Note: The effects of failure of physicians to evaluate patients with 
suspicious clinical episodes were not included in these measures. 
These data do not include losses from unresolved clinical episodes.
aSome of these results have previously been summarized in 
Freeman and McGowan (23).
UVA, University of Virginia; BCH, Boston City Hospital; CDC, Centers 
for Disease Control and Prevention; CHIP, Community Hospital 
Infection Protocol; UK, United Kingdom; Yale, Yale University; NNIS, 
National Nosocomial Infections Surveillance; SENIC, Study of the 
Effi cacy of Nosocomial Infection Control.
(Adapted from Freeman J, McGowan JE Jr. Methodologic issues in 
hospital epidemiology. I. Rates, case fi nding, and interpretation. Rev 
Infect Dis 1981;3:658–667.)

project, as the NNIS hospitals correctly reported the 
majority of infections that occurred. Still of concern, how-
ever, was the continuing wide range in the  sensitivity that 
varied from 30% to 85%, depending on the site of infection. 
In this study, substantial numbers of healthcare-associ-
ated infections were missed by prospective monitoring 
and a different large group was missed by retrospective 
chart review.

The implications of these fi ndings for benchmarking 
rates among hospitals are obvious. There is a  disincentive for 
 physicians and hospitals to self-report  healthcare-associated 
infections, and this leads to the paradox that hospitals that 
do the worst job of collecting data and documenting infec-
tions report the lowest rates.

External Validity (Generalizability)
The sections above on bias and errors concern internal 
validity; that is, are we measuring correctly within the pop-
ulation we selected? External validity or  generalizability 

asks the question, are our results applicable in other set-
tings? Generalizability is always a matter of opinion. A lack 
of bias does not guarantee generalizability. A perfectly 
done epidemiologic study may or may not be generalizable 
to a larger population.

Epidemiologists frequently choose to study unrepre-
sentative samples of subjects in order to answer a scientifi c 
question cleanly, cheaply, practically, or safely. Although 
not widely generalizable, a study result may be scientifi cally 
sound for the population on which the study was performed. 
In a randomized trial, for example, potential study subjects 
and their physicians must determine that it is safe for the 
study subjects to accept any of the study treatments before 
they can be randomized. Patients who have a contraindi-
cation to one of the treatments cannot be included in the 
study on the chance that they might be randomized to the 
contraindicated treatment. Thus, many treatable patients 
must ordinarily be excluded from randomized trials, render-
ing the sample of patients on whom the trial is actually per-
formed highly unrepresentative of the population as a whole 
(17). This lack of  representativeness does not indicate that 
the study is epidemiologically biased, but it may limit the 
generalizability of the study result to a larger population.

The Collaborative Antibiotic Prophylaxis Effi cacy 
Research Study (CAPERS) of antibiotic prophylaxis for 
clean (herniorrhaphy and breast) surgery used both exper-
imental and observational components (18,19). In the 
experimental component, 1,218 patients were randomized 
to receive or not receive prophylaxis; patients were not 
included in this study if they or their physicians did not 
provide consent. In the observational component, 3,202 
other patients received prophylaxis at the discretion of 
their surgeons. Both components showed that about half 
of the SSIs were prevented by antibiotic prophylaxis. In 
this particular instance, the result of the randomized trial 
turned out to be generalizable to the larger group, but this 
need not have been so.

ACCOUNTING FOR TIME AT RISK

Because many healthcare-associated infections are related 
to time at risk, and because average lengths of hospital stay 
are decreasing, state-of-the-art studies must use methods 
that account for time at risk. Studies of mortality present 
a similar challenge: we all have one death per lifetime, and 
that is unavoidable, but it matters very much just when 
that death occurs. Methods used to account for time at risk 
include incidence density methods and survival analysis.

Incidence Density
Incidence density studies are a type of cohort study 
where the denominator is the total person-time at risk 
for all subjects, rather than the number of subjects. 
Commonly used denominators in healthcare-related 
incidence density studies are patient-days (vascular or 
urinary), catheter-days, and ventilator-days. Of the four 
most commonly studied healthcare-associated infec-
tions, three are device-related and are best studied using 
incidence density methods: catheter-associated blood-
stream infections (BSIs), ventilator-associated pneumo-
nias, and catheter-associated urinary tract infections (20). 
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 cannot simply be summed. The biologic and statistical 
import of 5 infections per 100 discharges would be entirely 
different depending on whether it represented fi ve sequen-
tial infections in a single patient or fi ve fi rst infections in 5 
different patients.

Furthermore, a fi rst healthcare-associated infection 
becomes a risk factor for a second, and risk factors for 
multiple infections are different from the risk factors for a 
fi rst infection. The simplest way to cope with multiple inci-
dent events in the same individual is to restrict quantita-
tive analyses to fi rst events. A second method is to stratify 
by number of previous infections, for example, study the 
effect of exposures on risk of fi rst infection, then on risk of 
second infection, and so on. These individual strata would 
then be combined into a summary relative risk. However, 
this method also violates the independence rule for con-
ventional data analyses. A third alternative is to use statis-
tical methods designed for longitudinal or correlated data. 
This type of analysis is technically complex (see Longitudi-
nal Analysis and Repeated Measures, below).

Survival Analysis
Survival analysis is a second method for accounting for 
time at risk (3). Survival analysis usually consists of the 
familiar Kaplan–Meier plot, where at time zero survival 
begins at 1.0 or 100% and gradually falls off as subjects are 
followed forward in time. Survival can literally mean not 
dying, or it can mean remaining free of infection or what-
ever outcome variable is being studied. The opposite of 
survival is termed “failure,” which again may either mean 
death or onset of another adverse event. An extremely use-
ful feature of survival analysis is that it can make use of 
subjects who are lost to follow-up or die of a disease other 
than that of interest; these subjects are called “censored” 
since we don’t know if they would have failed if we had 
been able to follow them for a longer period of time.

Statistical packages automatically plot survival curves 
for two or more groups and calculate a p value for the dif-
ference between the two groups. Median survival (the fol-
low-up time when the probability of survival is 0.5 or 50%) 
is often reported. The Kaplan–Meier plot represents a uni-
variable analysis. Multivariable survival analysis is accom-
plished via regression models, the most common of which 
is the Cox model (discussed below).

CONFOUNDING AND EFFECT 
MODIFICATION

Confounding
Confounding can be defi ned as “a situation in which a meas-
ure of the effect of an exposure on risk is distorted because 
of the association of the exposure with other factor(s) that 
infl uence the outcome under study” (1). An intuitive exam-
ple given in the chapter introduction was “our infection rate 
is higher than theirs because our patients are sicker than 
theirs.” We can set up an experimental study to measure the 
effect of only one exposure at a time, but in observational 
studies where several exposures may act jointly to produce 
disease, we often need to use statistical techniques to tease 
out the independent effect of any one exposure.

Only one of the four (SSI) is best studied using cumula-
tive incidence methods; that is, the denominator is the 
number of surgical procedures.

If the event being studied is an infection, then incidence 
density is the number of infections in a specifi ed quantity 
of person-time in the population at risk. The population 
at risk is composed of all those who have not yet suffered 
an infection. After a patient acquires an infection, that 
patient would be withdrawn from the population at risk. 
All hospital days for each patient who never acquired an 
 infection would be included in the pool of days at risk, but 
for a patient who became infected only those hospital-days 
before the onset of the infection would be included.

Incidence density is the instantaneous rate of change 
or what used to be called the force of morbidity. For con-
venience in healthcare epidemiology, healthcare-associ-
ated infection rates are usually expressed as the number 
of events in 1,000 hospital-days, because this usually pro-
duces a small single- or double-digit number, but we could 
have used seconds or years.

The basic value of this measure can be seen when 
 comparing healthcare-associated infection rates in two 
groups with large differences in time at risk, for exam-
ple, in short-stay patients versus long-stay patients, or 
infection rates with peripheral venous catheters versus 
implanted ports. By contrast, if one looks at events that 
come from a point source, such as eating vanilla ice cream 
at a church supper, or events that are not time related, like 
acquiring tuberculosis during bronchoscopy with a con-
taminated bronchoscope, the attack rate or cumulative 
incidence is an excellent measure of incidence. SSIs are 
usually thought of as having a point source—the opera-
tion; therefore, cumulative incidence methods are ade-
quate for studies of SSI.

An incidence density rate = total events/total time at 
risk for an event. If we have an exposed and nonexposed 
group, then we defi ne the rate ratio = rate ill in exposed/
rate ill in nonexposed. The rate ratio is a measure of the 
size of effect analogous to the relative risk used in cumu-
lative incidence studies. Rate ratios are sometimes called 
incidence density ratios, relative risks, or risk ratios. Rate 
ratios are interpreted in a similar manner to relative risks; 
a rate ratio of 2 means that disease incidence was twice as 
great in the exposed group than in the nonexposed group. 
Note that the units for the denominators of incidence den-
sity divide out, so that you will fi nd the same incidence 
density ratio no matter whether you use time units of sec-
onds or millennia. P values for the rate ratio may be calcu-
lated by a chi-square or binomial exact method.

Multiple Events in a Single Patient
Standard statistical tests assume that each observation 
in a data set is independent, having no linkage with other 
observations. A corollary is that each subject in a study 
should contribute at most one event to a data set; that is, 
we should study only fi rst events in an individual. If this 
rule is not followed, the calculated confi dence intervals and 
p values may not be valid. However, it is well-known that 
a subset of patients will have multiple episodes of infec-
tion and other adverse outcomes. Also, patients with a fi rst 
event are more likely to suffer a second (21,22,23,24,25). 
For quantitative analyses, these nonindependent events 
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Sample Data: Simple and Stratifi ed Analyses

a. Numbers of Patients Total and Infected, Hospitals A vs. B

Hospital

High-Risk Patients Low-Risk Patients

Overall Infection RateTotal
Number 
Infected Total

Number 
Infected

A 900 90 100 1 91/1,000 = 9.1%
B 100 10 900 9 19/1,000 = 1.9%

b. Simple (Crude) Analysis: Effect of Hospital

Hospital (Exposure1) Total Patients No. (%) Infections Relative Risk

A 1,000 91 (9.1) 4.8
B 1,000 19 (1.9) —

c. Stratifi ed Analysis: Effect of Hospital Stratifi ed by Patient Risk

Patient Risk 
(Exposure2)

Hospital 
(Exposure1)

Total 
Patients No. (%) Infections Relative Risk

High A 900 90 (10) RR1 = 1.0
High B 100 10 (10) —
Low A 100 1 (1) RR2 = 1.0
Low B 900 9 (1) —

Note: Mantel–Haenszel summary relative risk (RRMH) = 1.0.

compute a Mantel–Haenszel summary relative risk (RRMH), 
which is a weighted average of RR1 and RR2. In this example, 
the RRMH was also 1.0 (i.e., null result), indicating that there 
was no association between hospital and infection after 
adjusting for patient risk.

There was an obvious case-mix difference between 
 hospitals A and B. The RRMH is our prediction of what the 
crude relative risk would have been if there had not been 
a case-mix difference between the hospitals. Calculating 
an RRMH is a way of adjusting for a potential confounding 
exposure, and thus the RRMH is a type of adjusted relative 
risk. Other methods of calculating an adjusted relative risk 
include indirect standardization and regression modeling 
(these methods are presented later in this chapter).

Calculation of Mantel–Haenszel Relative Risk and 
Odds Ratio If there are i strata, the four cells of the 2 × 
2 table are designated ai, bi, ci, and di; the total number of 
subjects in each stratum is ni = ai + bi + ci + di; and ∑ indi-
cates the sum over all i strata:

− =

− =

∑
∑

∑
∑

( ) /
Mantel Haenszel summary relative risk 

( + ) /

( ) /
Mantel Haenszel summary odds ratio 

( ) /

i i i i

i i i i

i i i

i i i

a c + d n

c a b n

a d n

b c n

Recognizing Confounding The following is a simple 
functional defi nition of confounding: if the adjusted relative 
risk differs to a meaningful extent from the crude relative 
risk, then confounding is present. There is no statistical 
test or fi rm guide for how great the difference must be. 

Example of Confounding by Severity of Illness Let’s 
hypothetically assume that  we were studying healthcare-
associated infections at two hospitals, A and B. In our 
 simplifi ed example, there are two types of patients:  high-risk 
patients who have a 10% risk of disease per hospitalization 
and low-risk patients who have a 1% risk. During a time 
period, hospitals A and B both admit 1,000 patients, but 
hospital A admits 900 high-risk and 100 low-risk patients, 
whereas hospital B admits 100 high-risk and 900 low-risk 
patients. Using hospital A as the exposed group, the rela-
tive risk is 9.1/1.9 = 4.8; that is, the risk of infection after 
admission to hospital A was 4.8 times higher than after 
admission to hospital B (Table 2-3).

This is an example of confounding. We are primarily 
interested in the relationship between one exposure (hos-
pital A, which we shall denote as exposure1) and disease. 
However, the effect of a second exposure (high- vs. low-
risk patient, denoted by exposure2) confuses or confounds 
our ability to measure the effect of exposure1. This occurs 
because of an unequal mix of exposure2 among the expo-
sure1 groups (high-risk patients comprise 90% of hospital A 
admissions but only 10% of hospital B admissions).

Stratifi ed Analysis Stratifi cation is an important method 
to detect and control for confounding. First, we compute 
a simple or crude relative risk by our usual 2 × 2 table 
methods (Table 2-3b). Second, we perform a stratifi ed 
analysis: we calculate two relative risks (RRs), designated 
RR1 and RR2. In the above example of hospitals A and B, RR1 
measures the effect of hospital A among high-risk patients 
and RR2 the effect of hospital A among low-risk patients 
(Table 2-3c). In this example, both RR1 and RR2 are equal 
to 1.0. Third, with the help of a statistical program, we 

Mayhall_Chap02.indd   31Mayhall_Chap02.indd   31 7/14/2011   8:13:02 AM7/14/2011   8:13:02 AM


	Dedication
	Preface for the Fourth Edition
	Contributors
	Acknowledgments
	CONTENTS
	SECTION I: APPLIED EPIDEMIOLOGY AND BIOSTATISTICS IN HEALTHCARE EPIDEMIOLOGY AND INFECTION CONTROL
	CHAPTER 1 Principles of Infectious Diseases Epidemiology
	CHAPTER 2 Modern Quantitative Epidemiology in the Healthcare Setting
	CHAPTER 3 Biostatistics for Healthcare Epidemiology and Infection Control
	CHAPTER 4 Principles of Healthcare Epidemiology
	CHAPTER 5 Data Collection in Healthcare Epidemiology
	CHAPTER 6 Practical Application of the Principles of Epidemiology to Study Design and Data Analysis
	CHAPTER 7 Meta-analysis and Systematic Reviews of the Literature in Healthcare Epidemiology and Infection Control
	CHAPTER 8 Investigation of Outbreaks
	CHAPTER 9 Pseudoinfections and Pseudo-Outbreaks

	SECTION II: HEALTHCARE QUALITY IMPROVEMENT
	CHAPTER 10 Creating a Culture of Excellence
	CHAPTER 11 Selecting Improvement Projects
	CHAPTER 12 Conducting Successful Improvement Projects
	CHAPTER 13 Public Reporting of Healthcare-Associated Infections
	CHAPTER 14 Working with the News Media in Public Communication

	SECTION III: INFORMATICS IN HEALTHCARE EPIDEMIOLOGY
	CHAPTER 15 Using the Personal Computer for Healthcare Epidemiology
	CHAPTER 16 The Electronic Health Record: An Essential Technology for Healthcare Epidemiology

	SECTION IV: EPIDEMIOLOGY AND PREVENTION OF HEALTHCARE-ASSOCIATED INFECTIONS OF ORGAN SYSTEMS
	CHAPTER 17 Healthcare-Associated Infections Related to the Use of Intravascular Devices Inserted for Short-Term Vascular Access
	CHAPTER 18 Healthcare-Associated Infections Related to Use of Intravascular Devices Inserted for Long-Term Vascular Access
	CHAPTER 19 Healthcare-Associated Bloodstream Infections
	CHAPTER 20 Healthcare-Associated Urinary Tract Infections
	CHAPTER 21 Surgical Site Infections
	CHAPTER 22 Healthcare-Associated Pneumonia
	CHAPTER 23 Healthcare-Associated Sinusitis
	CHAPTER 24 Healthcare-Associated Gastrointestinal Tract Infections
	CHAPTER 25 Healthcare-Associated Burn Wound Infections
	CHAPTER 26 Healthcare-Associated Eye Infections
	CHAPTER 27 Healthcare-Associated Central Nervous System Infections

	SECTION V: EPIDEMIOLOGY AND PREVENTION OF HEALTHCARE-ASSOCIATED INFECTIONS CAUSED BY SPECIFIC PATHOGENS
	PART A. BACTERIAL INFECTIONS
	CHAPTER 28 Staphylococcus aureus
	CHAPTER 29 Methicillin-Resistant Staphylococcus aureus
	CHAPTER 30 Coagulase-Negative Staphylococci
	CHAPTER 31 Mechanisms of Biofi lm Formation in the Staphylococci
	CHAPTER 32 Streptococci
	CHAPTER 33 Enterococcus Species
	CHAPTER 34 Enterobacteriaceae
	CHAPTER 35 Nonfermentative Gram-Negative Bacilli
	CHAPTER 36 Legionella
	CHAPTER 37 Clostridium diffi cile

	PART B. MYCOBACTERIAL INFECTIONS
	CHAPTER 38 Mycobacterium tuberculosis
	CHAPTER 39 Nontuberculous Mycobacteria

	PART C. FUNGAL INFECTIONS
	CHAPTER 40 Candida
	CHAPTER 41 Filamentous Fungi

	PART D. VIRAL INFECTIONS
	CHAPTER 42 Influenza Viruses
	CHAPTER 43 Varicella-Zoster Virus
	CHAPTER 44 Herpes Simplex Virus
	CHAPTER 45 Cytomegalovirus
	CHAPTER 46 Hepatitis Viruses

	PART E. OTHER PATHOGENS
	CHAPTER 47 Uncommon Causes of Healthcare-Associated Infections


	SECTION VI: EPIDEMIOLOGY AND PREVENTION OF HEALTHCARE-ASSOCIATED INFECTIONS IN PEDIATRIC PATIENTS
	CHAPTER 48 Healthcare-Associated Viral Respiratory Infections in Pediatric Patients
	CHAPTER 49 Healthcare-Associated Bacterial Infections of the Central Nervous System
	CHAPTER 50 Healthcare-Associated Gastrointestinal Tract Infections in Pediatric Patients
	CHAPTER 51 Healthcare-Associated Measles
	CHAPTER 52 Healthcare-Associated Infections in Newborn Nurseries and Neonatal Intensive Care Units
	CHAPTER 53 Healthcare-Associated Infections Acquired in Childcare Facilities

	SECTION VII: EPIDEMIOLOGY AND PREVENTION OF HEALTHCARE-ASSOCIATED INFECTIONS IN SPECIAL PATIENT POPULATIONS
	CHAPTER 54 Healthcare-Associated Infections in Dental
	CHAPTER 55 Healthcare-Associated Infections in Obstetric Patients
	CHAPTER 56 Healthcare-Associated Infections in Patients with Spinal Cord Injury
	CHAPTER 57 Healthcare-Associated Infections in Patients with Neoplastic Diseases
	CHAPTER 58 Healthcare-Associated Infections in Solid Organ Transplant Recipients
	CHAPTER 59 Infection Prevention and Control in Hematopoietic Stem Cell Transplant Patients

	SECTION VIII: EPIDEMIOLOGY AND PREVENTION OF HEALTHCARE-ASSOCIATED INFECTIONS RELATED TO DIAGNOSTIC AND THERAPEUTIC PROCEDURES
	CHAPTER 60 Healthcare-Associated Infections in Anesthesia
	CHAPTER 61 Healthcare-Associated Infections that Complicate Invasive Procedures in Cardiology
	CHAPTER 62 Infection Risks of Endoscopy
	CHAPTER 63 Control of Infections Associated with Hemodialysis
	CHAPTER 64 Infections Associated with Peritoneal Dialysis
	CHAPTER 65 Infections that Complicate the Insertion of Prosthetic Devices
	CHAPTER 66 Healthcare-Associated Infections Related to Respiratory Therapy 978
	CHAPTER 67 Healthcare-Associated Infections Following Transfusion of Blood and Blood Products
	CHAPTER 68 Healthcare-Associated Infections Related to Procedures Performed in Radiology
	CHAPTER 69 Infection Control in Gene Therapy

	SECTION IX: PREVENTION OF HEALTHCARE-ASSOCIATED INFECTIONS RELATED TO THE HOSPITAL ENVIRONMENT
	CHAPTER 70 Central Sterile Supply
	CHAPTER 71 Healthcare-Associated Infections and the Environment
	CHAPTER 72 Microbiologic Sampling of the Environment in Healthcare Facilities

	SECTION X: EPIDEMIOLOGY AND PREVENTION OF HEALTHCARE-ASSOCIATED INFECTIONS IN HEALTHCARE WORKERS
	CHAPTER 73 Prevention of Occupationally Acquired Viral Hepatitis in Healthcare Workers
	CHAPTER 74 Prevention of Occupationally Acquired Human Immunodefi ciency Virus Infection in Healthcare Workers
	CHAPTER 75 Vaccination of Healthcare Workers
	CHAPTER 76 Prevention of Occupationally Acquired Diseases of Healthcare Workers Spread by Contact
	CHAPTER 77 Prevention of Occupationally-Acquired Healthcare-Associated Infections in Diagnostic Laboratories
	CHAPTER 78 Prevention of Occupationally Acquired Infections in Prehospital Healthcare Workers
	CHAPTER 79 Prevention of Occupationally-Acquired Infections in Posthospital Healthcare Workers

	SECTION XI: DISINFECTION AND STERILIZATION
	CHAPTER 80 Selection and Use of Disinfectants in Healthcare
	CHAPTER 81 Sterilization and Pasteurization in Healthcare Facilities

	SECTION XII: PREVENTION OF INFECTIONS ACQUIRED BY PATIENTS IN HEALTHCARE FACILITIES RELATED TO DESIGN
	CHAPTER 82 Elements of Design Aimed at Infection Prevention and Patient Safety in the Built Environment of the Healthcare Facility
	CHAPTER 83 Prevention of Infections Related to Construction
	CHAPTER 84 Design and Maintenance of Hospital Ventilation Systems and the Prevention of Airborne Healthcare-Associated Infections

	SECTION XIII: ANTIMICROBIAL AGENTS IN HEALTHCARE EPIDEMIOLOGY AND INFECTION CONTROL
	CHAPTER 85 Mechanisms of Bacterial Resistance to Antimicrobial Agents
	CHAPTER 86 Antimicrobial Resistance and Healthcare-Associated Infections
	CHAPTER 87 Antimicrobial Stewardship

	SECTION XIV: THE LITERATURE IN HEALTHCARE EPIDEMIOLOGY AND INFECTION CONTROL
	CHAPTER 88 A Methodologically Focused Review of the Literature in Healthcare Epidemiology and Infection Control

	SECTION XV: ORGANIZATION AND IMPLEMENTATION OF INFECTION CONTROL PROGRAMS
	CHAPTER 89 Surveillance of Healthcare-Associated Infections
	CHAPTER 90 Isolation of Patients with Communicable Diseases
	CHAPTER 91 Hand Washing and Hand Disinfection
	CHAPTER 92 Education of Healthcare Workers in the Prevention of Healthcare-Associated Infections
	CHAPTER 93 Infection Control and the Employee Health Service
	CHAPTER 94 Epidemiology and Prevention of Healthcare-Associated Infections Related to Animals in the Hospital
	CHAPTER 95 Role of the Microbiology Laboratory and Molecular Epidemiology in Healthcare Epidemiology and Infection Control
	CHAPTER 96 Economic Analysis in Healthcare Epidemiology
	CHAPTER 97 Legal Issues in Healthcare Epidemiology and Infection Control

	SECTION XVI: HEALTHCARE EPIDEMIOLOGY AND INFECTION CONTROL IN SPECIAL SETTINGS FOR HEALTHCARE DELIVERY
	CHAPTER 98 Epidemiology and Prevention of Infections in Residents of Long-Term Care Facilities
	CHAPTER 99 Epidemiology and Prevention of Infections in Home Healthcare
	CHAPTER 100 Infection Control in Countries with Limited Resources

	SECTION XVII: BIOTERRORISM
	CHAPTER 101 Biological Terrorism: An Overview
	CHAPTER 102 The State and Local Response to Bioterrorism
	CHAPTER 103 Agents of Bioterrorism
	CHAPTER 104 Preparedness for a Bioterrorist Attack with Smallpox

	Index

